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Washington Climate Change Impacts Assessment

Probable impacts associated with projected 21st century 
changes in Northwest climate include the following:

April 1 snowpack is projected to decrease by 28% •	
across the state by the 2020s, 40% by the 2040s, and 
59% by the 2080s compared with the 1916 - 2006 
historical average. As a result, seasonal streamflow 
timing will likely shift significantly in sensitive 
watersheds.
The Yakima basin reservoir system will likely be •	
less able (compared to 1970 to 2005) to supply 
water to all users, especially those with junior 
water rights. Historically (1916-2006), detrimental 
water shortages in the Yakima basin occurred in 14% 
of years. Without adaptation, shortages would likely 
occur more frequently: 32% of years in the 2020s, 36% 
of years in the 2040s, and 77% of years in the 2080s. 
Due to lack of irrigation water and more frequent and 
severe prorating, the average production of apples and 
cherries could decline by approximately $23 million 
(about 5%) in the 2020s and by $70 million (about 
16%) in the 2080s.
Rising stream temperatures will likely reduce the •	
quality and extent of freshwater salmon habitat. 
The duration of periods that cause thermal stress and 
migration barriers to salmon is projected to at least 
double (low emissions scenario, B1) and perhaps 
quadruple (medium emissions scenario, A1B) by 
the 2080s for most analyzed streams and lakes. The 
greatest increases in thermal stress would occur in 
the Interior Columbia River Basin and the Lake 
Washington Ship Canal.

Temperature records indicate that Pacific Northwest 
temperatures increased 1.5°F since 1920. Climate 
models used in the Intergovernmental Panel on 

Climate Change (IPCC) Fourth Assessment Report 
simulate the same historical warming by including both 
human and natural causes, and point to much greater 
warming for the next century. These models project1 
increases in annual temperature of, on average, 
2.0°F by the 2020s, 3.2°F by the 2040s, and 5.3°F 
by the 2080s (compared to 1970 to 19992), averaged 
across all climate models3. Projected changes in annual 
precipitation, averaged over all models, are small 
(+1 to +2%), but some models project an enhanced 
seasonal precipitation cycle with changes toward wetter 
autumns and winters and drier summers. Increases in 
extreme high precipitation in western Washington and 
reductions in Cascades snowpack are key projections 
that are consistent among different projections of a high-
resolution regional climate model.

1 All changes are benchmarked to 1970 to 1999 unless otherwise 
stated.
2 20 different global climate models for greenhouse gas emissions 
under a “medium” emissions scenario (A1B) and 19 models for a 
“low” scenario (B1) - see Box 3 for more information. All statements 
in this document are for the “medium” scenario (A1B) unless other-
wise stated.
3 We use the term “projections” throughout to minimize confusion 
with “forecasts” and “predictions”, both of which convey levels of 
certainty inappropriate for future climate. We use “likely” to convey 
relatively high certainty and “possibly” to convey less certainty.

Evaluating Washington’s Future in a Changing Climate

Executive  Summary
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Due to increased summer temperature and decreased •	
summer precipitation, the area burned by fire 
regionally is projected to double by the 2040s and 
triple by the 2080s4. The probability that more than 
two million acres will burn in a given year is projected 
to increase from 5% (observed) to 33% by the 2080s. 
Primarily east of the Cascades, mountain pine beetles 
will likely reach higher elevations and pine trees will 
likely be more vulnerable to attack by beetles. 
Although few statistically significant changes in •	
extreme precipitation have been observed to date in 
the Puget Sound, the Spokane area, or Vancouver/
Portland, regional climate model simulations 
generally predict increases in extreme high pre
cipitation over the next half-century, particularly 
around Puget Sound. In that region, existing drainage 
infrastructure designed using mid-20th century rainfall 
records may be subject to rainfall regimes that differ 
from current design standards.
Climate change in Washington will likely lead to •	
significantly more heat- and air pollution-related 
deaths throughout this century. Projected warming 
would likely result in 101 additional deaths among 
persons aged 45 and above during heat events in 2025 
and 156 additional deaths in 2045 in the greater Seattle 

4 Relative to 1916 - 2006.

area alone5. By mid-century, King County will likely 
experience 132 additional deaths between May and 
September annually due to worsened air quality caused 
by climate change.

The significance of these regional consequences of 
climate change underscore the fact that historical resource 
management strategies will not be sufficient to meet the 
challenges of future changes in climate. Rather, these 
changes demand new strategies. Options for adapting to 
climate change vary between sectors (e.g., between water 
resources and forest ecosystems) and even within sectors 
(e.g., between watersheds) depending on the unique 
characteristics of the systems being considered. This 
assessment highlights some of the likely impacts of future 
changes in climate in Washington. There is more work 
yet to be done, however, including (1) continuing work to 
identify and quantify impacts in these and other sectors, 
and (2) analyzing the adaptation options appropriate to 
specific impacts, specific locations, management goals, 
and jurisdictions. Additionally, the range of projected 
climates from different global climate models (or regional 
climate models) could be explored more fully in future 
work to develop a range of impacts scenarios useful for 
making decisions under different levels of risk tolerance. 
Integration between the sectors is also very important 
because the nature of some impacts is synergistic within 
and between sectors.

5 Relative to 1980 - 2006.

Box 1: Climate Change, Climate Variability, and Weather
In this assessment, it is necessary to distinguish between climate change (the long term trend), climate variability 
(year-to-year or decade-to-decade variations), and weather (the daily to seasonal changes with which we are all 
familiar). Pacific Northwest events – storms, floods, winters that seem colder and summers that seem hotter - need 
to be put in an appropriate context and time frame. Such events can be associated with climate, but only over many 
years – a single flood, back-to-back snowy winters, or an extended drought don’t necessarily signal a change in 
climate over longer time frames. Some common questions and their answers help distinguish these sometimes 
confusing terms.
Q.  The last two winters have been cool in the Pacific Northwest. Has global warming stopped? 
A.  No. Rising greenhouse gases (carbon dioxide, methane, and others) continue to produce increasingly warmer 
temperatures. Additional upward or downward detours come from other important sources of climate variability.  
For example, an extremely strong tropical El Niño event helped make 1998 a record warm year, not to be matched 
until 2005, a year with a mild El Niño event. The 2008 La Niña event produced temporary global cooling, but even 
so, the National Climatic Data Center still ranked 2008 as the 8th warmest year globally on record. Local cold 
weather, or heat waves, tell us nothing about global factors in climate like the effects of rising greenhouse gases.
Q.  Isn’t the climate record dominated by natural variability?
A. Yes, but natural causes and natural variability cannot explain the rapid increase in global temperatures in the 
last 50 years.  Scientists have searched for other explanations – heat from the ocean, solar variability, cosmic rays, 
instrumental error – and have used sophisticated statistical techniques, and nearly every study concludes that the 
rising temperature is a result of rising greenhouse gases. Laboratory tests, ground-based instruments, and satellite 
instruments show that adding greenhouse gases to the atmosphere warms the surface – a simple physical fact.
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Introduction1. 

The 2007 Fourth Assessment Report of the 
Intergovernmental Panel on Climate Change (IPCC) 
states that 20th century warming of our climate is 
unequivocal and that human activities have contributed 
to increasing atmospheric greenhouse gas concentrations 
and therefore warming of the atmosphere and oceans. 
The IPCC expects global climate to continue warming 
in the 21st century, with the rate of warming somewhat 
dependent on the rate of human greenhouse gas 
emissions. 
What are the consequences of a warming climate for 
the regional systems we rely upon for our livelihood? 
Certainly, we may no longer rely solely on past 
events, measurements, and management approaches 
to understand our natural and human resources. To 
help answer this question, the Washington State 
legislature passed House Bill 1303, which mandated 
the preparation of a comprehensive assessment of the 
impacts of climate change on the State of Washington. 
Passed in April 2007, HB 1303 specifically requested 
that the Departments of Community, Trade, and 
Economic Development and Ecology work with the 
University of Washington Climate Impacts Group (in 
collaboration with Washington State University and 

Pacific Northwest National Laboratory) to produce this 
comprehensive assessment. 
To assess the future impacts of climate change, 
we integrate climate model projections into our 
understanding of the physical, biological, and human 
responses to climate that will shape Washington’s 
future. This assessment presents the most complete and 
up to date look yet at the future climate of the Pacific 
Northwest (PNW) and the potential impacts of projected 
climate change on important ecological and economic 
sectors in Washington State, and provides Washington 
State decision makers and resource managers with 
information critical to planning for climate change. 
This executive summary describes the key findings and 
conclusions of the Climate Impacts Group’s Washington 
Climate Change Impacts Assessment. The Assessment 
addresses the impacts of global climate change over 
the next 50 years or more on eight sectors: Hydrology 
and Water Resources, Energy, Agriculture, Salmon, 
Forests, Coasts, Urban Stormwater Infrastructure, and 
Human Health (Box 2). In addition, the Washington 
Assessment addresses the need for adaptive planning 
and adaptation options within each sector. Full technical 
details are provided in a series of papers that together 
comprise the Washington Assessment.

Figure 1. Washington State and surrounding 
Pacific Northwest region. This assessment is 
focused on impacts of climate change on 
resources in the state of Washington, but 
the region as a whole has been considered 
because the climatic and hydrologic 
impacts require regional analyses. For 
example, Columbia River flow is related to 
conditions across an area much greater than 
Washington alone,  the purple line outlines 
the Columbia River Basin.
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Figure 2. Summary of overall assessment approach. Sectors use one or more pathways in the flowchart above. 
Global and regional climate change information is related to sector impacts using hydrologic and regional climate 
models. This allows quantification of impacts at scales more useful for decision making. Adaptation options are 
developed based on the downscaled impacts. 

Box 2: Impacts Assessment Sectors Covered in this Summary and Their Main Areas of Focus
•  Climate Scenarios: changes in future temperature and precipitation for the Pacific Northwest and assessment of sub-
regional climate change using regional climate models
•  Hydrology and Water Resources: changes in the hydrology (streamflow, snowpack, soil moisture) and the water 
resources (water storage, irrigated agriculture) of Washington
•  Energy: changes in the demand for and production of hydropower in Washington
•  Agriculture: changes in the expected production of high-value crops in Washington
•  Salmon: changes in the quality and quantity of salmon freshwater habitat in Washington
•  Forests: changes in the productivity, distribution and disturbance of forest ecosystems in Washington
•  Coasts: impacts in coastal areas of Washington
•  Urban Stormwater Infrastructure: changes in storms and demands on urban stormwater infrastructure in 
Washington
•  Human Health: impacts of heat waves and climate-related air pollution on health in Washington
•  Adaptation: fundamental concepts for planning for climate change and options for adapting to the impacts identified 
in the above sectors
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1.1 Assessment Approach 

The climate of the 21st century in Washington State 
will very likely be quite different from the climate we 
have witnessed in the past. The changes will in many 
cases be large, and the ultimate consequences will 
depend on how well we plan for and manage these 
changes. Effective planning requires sectorally and 
geographically specific information on which to base 
decisions. This assessment provides that information 
by using global climate model projections from the  
IPCC Fourth Assessment to develop regionally-specific 
climate change scenarios and then assessing some of 
the consequences for eight important sectors (Box 
2) in Washington (Figure 1). Figure 2 illustrates the 
overall approach taken in this study.  The sections that 
follow present the main conclusions for each sector. 
The Washington Assessment focuses on three 30-year 
windows in the 21st century, that is, the thirty years 
centered on the 2020s (2010 to 2039), 2040s (2030 to 
2059), and 2080s (2070 to 2099)6. Projections for the 
2080s are least certain of those presented here7, because 
climate, human population growth, and energy use 
patterns are more difficult to estimate farther into the 
future.

1.2 Modeling Approach

Translating from projections of global climate change 
to impacts in Washington State requires making the 
climate projections more regionally specific and, in many 
cases, using those climate projections to develop other 
important information such as hydrologic projections 
(Figure 2). The process begins with 20 climate models 
from research groups around the world (models that were 
used in the 2007 IPCC Fourth Assessment). For each 
of these global climate models, two IPCC greenhouse 

6 The overlap between the 2020s and 2040s is due to the focus 
on time frames most useful for decision-making (first half of the 
21st century) and also the need to have sufficient numbers of years 
(~30) for projection purposes. 
7 Uncertainty about future projections is dealt with in several ways 
in the climate modeling and impacts sectors. Uncertainty about fu-
ture climate is addressed by using many (20) climate models, two 
emissions scenarios, and two approaches for “downscaling” cli-
mate projections specifically for the Pacific Northwest. This allows 
a range of possible futures, i.e., different climates, different rates 
of change, and different levels of detail to be considered in the 
impacts assessments. The models are also “weighted” by their abil-
ity to track observed changes, with better models receiving higher 
importance when calculating the average changes (“composite 
delta”) projected by the climate models. Uncertainty about future 
impacts is addressed in the individual chapters when necessary. 

gas emissions scenarios were used to represent different 
assumptions about future global development (see Box 
3 for description of the emissions scenarios). 
Six average climate change scenarios (called 
“composites”) were created for the Pacific Northwest 
by averaging the model output for the region for each 
of the model runs during each time period of interest, 
i.e., 2020s medium emissions scenario (A1B), 2020s 
low emissions scenario (B1), 2040s medium emissions 
scenario (A1B), 2040s low emissions scenario (B1), 
and so on for the 2080s. In order to make the composite 
climate scenarios suitable for locally-specific climate 
impacts analysis, they were “downscaled” to create 
higher resolution climate projections in the Pacific 
Northwest. Each downscaled climate change scenario 
was used as input into a hydrologic model (Hydrology 
chapter) that uses climate and other information to 
develop projections of future hydrologic conditions, 
soil moisture and streamflow. In addition, a regional 

Box 3: Future Emissions  Scenarios:  
Low (B1) and Medium (A1B)
Greenhouse gasses are the main cause of 21st century 
climate change, and they stem from human choices 
in many arenas. They are by no means the only 
influence on climate, nor are they the only forcings 
considered by the IPCC. This assessment uses two 
future scenarios that differ in their assumptions about 
future greenhouse gas emissions and other factors 
influencing climate. The two scenarios are called “B1” 
and “A1B” – these letters refer to emissions scenario 
“families” developed for the IPCC, and described 
fully in the IPCC Special Report on Emissions 
Scenarios (SRES). A1B refers to a future where 
global population peaks mid-century and there is 
very rapid economic growth and a balanced portfolio 
of energy technologies including both fossil fuels and 
high efficiency technology that is adopted rapidly. 
B1 refers to a future where population is the same 
as A1B, but there are rapid economic shifts toward 
a service/information economy, the introduction 
of clean and resource-efficient technologies and 
emphasis on global solutions to economic, social, and 
environmental sustainability. A1B results in warmer 
future climates by the end of the century and can be 
considered a “medium” scenario in terms of warming, 
(it is not the warmest of all the IPCC scenarios). B1 
has less warming (see section 2, Future scenarios), 
and could be considered the “low” warming scenario. 
The emissions scenarios were used by the IPCC as 
input into global climate models to project climate 
changes for 20 (scenario A1B) or 19 (scenario B1) 
climate models (Figure 2). 
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in the 21st century may not be noticeable given the 
large natural variations between wetter and drier 
years. Some models show large seasonal changes, 
especially toward wetter autumns and winters and 
drier summers. Regional modeling additionally 
points out areas and seasons that get drier even as 
the region gets wetter (Figure 4).
Warming is expected to occur during all seasons •	
with most models projecting the largest temperature 
increases in summer. The models with the most 
warming also produce the most summer drying.
Medium projections of sea level rise for 2100 are •	
2 inches to 13 inches (depending on location) in 
Washington State. Substantial variability within the 
region exists due to coastal winds and vertical land 
movement8. The small possibility of substantial sea 
level rise from the melting of the Greenland ice cap 
lead to projections as high as 35 inches to 50 inches 
for 2100 (depending on location).
Regional climate models project some changes •	
that are similar across global models, namely 
increases in extreme high precipitation in western 
Washinton and reductions in Cascade snowpack. 
Regional climate models project a larger increase in 
extreme daily heat and precipitation events in some 
locations than the global climate models suggest.
Regional climate models suggest that some local •	
changes in temperature and precipitation may 
be quite different than average regional changes 
projected by the global models. For example, 
the two global models examined suggest winter 
precipitation will increase in many parts of the Pacific 
Northwest, but potentially decrease in the Cascades. 
Future research is required to understand if this is a 
trend consistent across many global models.

8 Sea level rise projections for specific coastal areas can be 
found in: Mote et al. 2008. Sea-level rise in the coastal waters of 
Washington: A report by the Climate Impacts Group, University of 
Washington, and the Washington Department of Ecology.

climate model (Regional Climate chapter) was used 
to better understand the influence of sub-regional 
geographic variability (such as mountains) on future 
climate. Both downscaling and regional climate models 
provide increased resolution for future projections by 
accounting for the influence of smaller features than 
can be resolved in a global climate model. Detailed 
descriptions of how the future climate scenarios were 
used to generate sector-specific results are available in 
each sector chapter (Box 2). 
This assessment is the first to combine such a diverse 
set of climate models, fine spatial resolution, and 
hydrologic modeling into an integrated climate impacts 
assessment. It is also the first to examine impacts 
on human health, agriculture, and urban stormwater 
infrastructure in the Northwest. In each of the following 
sections, the most important projections of future 
impacts are presented for each sector. Further details 
are in the sector chapters that follow this summary.

Future Climate Scenarios2. 

Using 20 different climate models (see Scenarios 
chapter) to explore the consequences of two different 
greenhouse gas emissions scenarios results in a wide 
range of possible future climates for the Pacific 
Northwest. All of the models indicate that this future 
climate will be warmer than the past and together, they 
suggest that Pacific Northwest warming rates will be 
greater in the 21st century than those observed in 
the 20th century. All changes below are relative to the 
period 1970-1999 unless noted, and all are regionally 
averaged changes that apply to the Pacific Northwest 
including the state of Washington.

Climate models project increases in annual •	
average temperature of 2.0°F (range of projections 
from all models: +1.1°F to +3.3°F) by the 2020s; 
3.2°F (range: +1.5°F to +5.2°F) by the 2040s; and 
5.3°F (range:  +2.8°F to +9.7°F) by the 2080s (Table 
1). 
Climate models are able to match the observed 20•	 th 
century warming (+1.5°F since 1920, or +0.2°F 
per decade for 1920 to 2000) in the Northwest, and 
foresee a warming rate of roughly +0.5°F per decade 
of warming in the 21st century (Figure 3).
Projected changes in annual precipitation vary •	
considerably between models, but averaged over 
all models are small (+1 to +2%). Changes early 
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Figure 4. Differences between a regional climate 
model (WRF) and a global climate model (CCSM3) for 
projected changes in fall precipitation (September to 
November top) and winter temperature (December 
to February, bottom) for the 2040s. The global model 
produces a regionally averaged 11.7% increase in 
precipitation, but the regional model provides more 
detail (top), projecting some areas of increase (green) 
and some of decrease (brown) compared to the global 
model. Note that large increases are seen on windward 
(west and southwest) slopes and smaller increases 
on leeward (east and northeast) slopes. The global 
model produces a 3.6°F statewide averaged increase 
in winter temperature, while the regional model 
produces a statewide average 2.6°F warming. There 
are greater increases (darker red) at higher elevations 
and windward slopes, particularly the Olympic 
Mountains, North Cascades, and central Cascades. 
These differences illustrate the value of regional 
climate models for identifying sub-regional patterns 
and differences. The patterns of climate change differ 
depending on the global model being downscaled 
(we present only one here); nevertheless, the local 
terrain has a consistent influence on the results.

Temperature 
Change (F°)

Precipitation 
Change (%)

2020s +2.0
(+1.1 to +3.3)

+1.3
(-9 to +12)

2040s +3.2
(+1.5 to +5.2)

+2.3 
(-11 to +12)

2080s +5.3 
(+2.8 to +9.7)

+3.8 
(-10 to +20)

Table 1. Average and range of projected changes in temperature 
and precipitation for the Pacific Northwest. Reported averages are 
changes relative to 1970-1999, for both medium (A1B) and low 
(B1) scenarios and all models (39 combinations averaged for each 
cell in the table). The ranges for the lowest to highest projected 
change are in parentheses. 

Figure 3. Simulated temperature change (top panel) and percent 
precipitation change (bottom panel) for the 20th and 21st century 
global climate model simulations. The black curve for each panel 
is the weighted average9 of all models during the 20th century. 
The colored curves are the weighted average of all models in that 
emissions scenario (“low” or B1, and “medium” or A1B) for the 21st 
century. The colored areas indicate the range (5th to 95th percentile) 
for each year in the 21st century. All changes are relative to 1970-
1999 averages.

9 The global climate models used by the IPCC were weighted by 
their ability to model observed regional Pacific Northwest data, 
with better performing models weighted more highly than those 
that had significant bias for the last half of the 20th century. See 
Scenarios chapter for more detail.
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Hydrology and Water Resources3. 

Projected hydrologic changes across the state are 
closely linked with future projections of precipitation 
and temperature.  This assessment evaluated the 
hydrologic implications of climate change over the 
State of Washington as a whole, and in addition focused 
on several watersheds that are of particular importance 
from a water resources management standpoint. 
Impacts of climate change on Washington’s water 
resources are herein divided into three parts: regional 
hydrology (snowpack, soil moisture, streamflow); 
water management in the Yakima River basin; and 
water management in the Puget Sound region. 
Washington snowpacks are among the most sensitive 
to warming in the West because of their relatively low 
elevation. The impact of warming temperature on 
snowpack will differ with the type of river basin. There 
are three important types: rain dominant (precipitation 
falls primarily as rain, usually in low elevations, such as 
the Chehalis River), snowmelt dominant (precipitation 
falls primarily as snow and is released as snowmelt, 
usually in higher elevation basins or large river systems 
with mountainous headwaters like the Columbia River, 
and transient (mixed rain and snowmelt dominant, 
usually in mid elevations, such as the Yakima River). 
Especially in transient basins, a relatively small 
increase in temperature can significantly increase the 
fraction of winter precipitation falling as rain and 
decrease the amount of water stored in snowpack.

3.1 Regional Hydrologic Impacts

April 1•	 10 snow water equivalent (snow water 
content) is projected to decrease by an average of 
28% to 29% across the state by the 2020s, 37% to 
44% by the 2040s and 53% to 65% by the 2080s  
compared with the 1916 – 2006 historical mean 
(Figure 5).
By the 2080s, seasonal streamflow timing in •	
snowmelt-dominated and transient rain-snow 
watersheds would shift significantly due to the 
decrease in snowpack and earlier melt (Figure 
6). Snowmelt-dominated watersheds will likely 
become transient, resulting in reduced peak spring 
streamflow, increased winter streamflow and 
reduced late summer flow. Transient basins will 

10 In watersheds that accumulate significant snowpack, SWE on 
April 1 is a common indicator of summer water supply.

likely experience significant shifts, becoming rain 
dominant as winter precipitation falls more as rain 
and less as snow. Watersheds that are rain dominated 
will likely experience higher winter streamflow 
because of increases in average winter precipitation, 
but overall will experience relatively little change 
with respect to streamflow timing. These changes 
are important because they determine when water is 
available and how it must be stored.
For Washington State as a whole, projected •	
changes in runoff depend strongly on season. 

Figure 5. Summary of projected April 1 snow pack 
(measured as snow water equivalent, or SWE) and 
changes in April 1 snow pack for the 2040s, medium 
emissions scenario (A1B). Projected statewide decline 
relative to 1916-2006 is 37% to 44%. Snow water 
equivalent is simply the amount of water the snowpack 
would yield if it were melted.
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  Average cool season (October to March) runoff is ��
projected to increase 10% to 13% by the 2020s, 16% 
to 21% by the 2040s, and 26% to 35% by the 2080s, 
corresponding with reduced snowpack and increased 
precipitation falling as rain.  
  Average warm season (April to September) runoff ��
is projected to decrease 16% to 19% by the 2020s, 
22% to 28% by the 2040s, and 34% to 43% by the 
2080s, although warm season runoff is historically 
about half of cool season runoff so the magnitude of 
these changes is smaller.
  Annual runoff (water into streams) across the state ��
is projected to increase 0% to 2% by the 2020s, 2% to 
3% by the 2040s, and 4% to 6% by the 2080s. These 
changes are mainly driven by projected increases in 
winter precipitation. 

3.2 Water Management - Puget Sound

According to the 2000 census, the Puget Sound region 
contains almost 70% of Washington State’s population.  
The water supply that is required to sustain the regional 
environment and more than 4 million people depends 
heavily on both natural and artificial means of storage.  
Puget Sound watersheds, like other basins that receive 
both rain and snow, are highly sensitive to changes in 
climate. Key findings on the implications of climate 
change for water management in the Puget Sound 
include the following:

The primary impact of climate change on Puget •	
Sound natural water supply will be a shift in the 
timing of peak river flow from late spring (driven 
by snowmelt) to winter (driven by precipitation). 
Puget Sound water supply systems will generally 
be able to accommodate changes through the 2020s 
in the absence of any significant demand increases. 
Projected changes in system reliability are small 
for the Everett, Seattle, and Tacoma systems in 
the 2020s. Even with future increases in demand, 
only the Tacoma system is projected to experience 
substantial reductions in reliability by the 2040s, 
primarily because water allocations within that 
system are closer to current system capacity.
Other aspects of system performance, such as •	
reduced levels of summer and fall storage, occur 
as early as the 2020s. Seasonal patterns of reservoir 
storage will be affected to varying degrees in all three 
systems.  The amount of water stored in reservoirs 
will be lower from late spring through early fall, 
affecting water supply for municipal use and other 

Figure 6. Historical and projected future hydrographs 
for three rivers under the medium emissions scenario 
(A1B).  The Chehalis River represents a rain-dominated 
watershed, the Yakima River represents a transient 
watershed (mixed rain and snow), and the Columbia 
River represents a snowmelt-dominated watershed. 
Projected climate changes will influence the timing 
of peak streamflow differently in different types of 
hydrologic basins. The timing of peak streamflow does 
not change in rain-dominated basins because most 
of the precipitation falls as rain, both currently and in 
the future, and is therefore available for runoff as it falls. 
Timing of peak flow shifts earlier as climate warms in 
the transient and snowmelt-dominated basins because 
precipitation that historically fell as snow later falls as 
rain – snowpack melting ceases to dominate the timing 
of peak flow as the snowpack declines.
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operating objectives such as hydropower production 
and the ability of the systems to augment seasonal low 
flows for fish protection. For example, in the Seattle 
system, October storage levels below 50% active 
capacity occurred historically 34% of the time, but 
are projected to increase to 58% in the 2020s, 67% in 
the 2040s, and 71% in the 2080s (scenario A1B).

3.3 Water Management and Irrigated 
Agriculture – Yakima

Crops in the Yakima Valley, most of which are irrigated, 
represent about a quarter of the value of all crops grown 
in Washington. The watershed’s reservoirs hold 30% of 
streamflow annually and rely heavily on additional water 
storage in winter snowpack to meet water demand for 
agriculture. As in other watersheds across Washington, 
climate change is projected to cause decreases in 
snowpack and changes in streamflow patterns, making 
active management of water supply critical for 
minimizing negative impacts. Agricultural production 
increases caused by warming temperatures will likely 
be undermined by lack of water for irrigation. 

The Yakima basin reservoir system will be less •	
able (compared to 1970-2005) to supply water to 
all users, especially those with junior water rights. 
Historically (1916-2006)11, the Yakima basin has been 
significantly water short12 14% of the time. Without 
adaptations, current projections of the medium (A1B) 
emissions scenario estimate this value will increase 
to 32% (15% to 54% range) in the 2020s and will 
increase further to 36% in the 2040s and 77% in the 
2080s. 
Due to increases in temperature and changes in the •	
timing and quantity of snowmelt and runoff, the 
irrigation season will likely be shorter, the growing 
season will likely be earlier by about two weeks, 
and crop maturity will likely be earlier by two to 
four weeks by the 2080s. 
Under the medium (A1B) emissions scenario, •	
average apple and cherry yields are likely to 
decline by 20% to 25% (2020s) and by 40% to 
50% (2080s) for junior water rights holders. These 

11 Simulation models for the historical period 1916-2006 were used 
to determine the frequency of water short years – see chapter 3, 
Hydrology and Water Resources, for details. Prorating began on 
the Yakima system in 1970.
12 “Water short” is defined as 75% prorating (effectively, a legal 
loss of 25% of water rights during drought) for junior water rights 
holders.

declines are due to lack of irrigation water and more 
frequent and severe prorating, even though the direct 
effect of warming and CO2 (carbon dioxide) would be 
to increase production (see Agriculture chapter).
The value of apple and cherry production in the •	
Yakima basin is likely to decline by approximately 
$23 million (about 5%) in the 2020s and by $70 
million (about 16%) in the 2080s. These declines 
are buffered by senior irrigators and by price 
responses to smaller production. Overall, the risk of 
net operating losses for junior irrigators is likely to 
increase substantially.

Energy Supply and Demand4. 

Hydropower accounts for roughly 70% of the electrical 
energy production in the Pacific Northwest and is 
strongly affected by climate-related changes in annual 
streamflow amounts and seasonal streamflow timing.  
Heating and cooling energy demand in Washington will 
be affected by both population growth and warming 
temperatures.  Other factors influence energy supply and 
demand, but this assessment focuses on (1) the effects of 
projected warming and precipitation change on regional 
hydropower production, and (2) the effects of warming 
on energy demand, expressed in terms of heating energy 
demand (population times heating degree days, or the 
demand for energy for heating structures) and residential 
cooling energy demand (population times cooling degree 
days times the amount of air conditioning use, or the 
demand for energy for cooling structures).

Annual hydropower production (assuming constant •	
installed capacity) is projected to decline by a few 
percent due to small changes in annual stream flow, 
but seasonal changes will be substantial (Figure 7). 
Winter hydropower production is projected to increase 
by about 0.5% to 4.0% by the 2020s, 4.0% to 4.2% by 
the 2040s, and 7% to 10% by the 2080s (compared 
to water year 1917-2006) under the medium (A1B) 
emissions scenario.  The largest and most likely changes 
in hydropower production are projected to occur from 
June to September, during the peak air conditioning 
season. Summer (JJA) energy production is projected 
to decline by 9% to11% by the 2020s, 13% to 16% by 
the 2040s, and 18% to 21% by the 2080s
Despite decreasing heating degree days with •	
projected warming, annual heating energy demand 
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is projected to increase due to population growth13 
(Figure 8). In the absence of warming, population 
growth would increase heating energy demand in WA 
by 38% by the 2020s, 68% by the 2040s, and 129% 
by the 2080s. For fixed 2000 population, projected 
warming would reduce heating energy demand by 
11% to 12% for the 2020s, 15-19% for the 2040s, and 
24% to 32% for the 2080s due to decreased heating 
degree days. Combining the effects of warming with 
population growth, heating energy demand for WA is 
projected to increase by 22% to 23% for the 2020s, 
35% to 42% for the 2040s, and 56% to 74% for the 
2080s.  Increases in annual heating energy demand 
will affect both fossil fuel use for heating and demand 
for electrical power. 
Residential cooling energy demand is projected •	
to increase rapidly due to increasing population, 
increasing cooling degree days, and increasing 
use of air conditioning (Figure 8). In the absence of 
warming, population growth would increase cooling 
energy demand in WA by 38% by the 2020s, 69% by 
the 2040s, and 131% by the 2080s. For fixed 2000 
population, warming would increase cooling energy 
demand by 92% to 118% for the 2020s, 174-289% for 
the 2040s, and 371% to 749% by the 2080s due to the 
combined effects of increased cooling degree days, 
and increased use of air conditioning. Combining the 
effects of warming with population growth, cooling 
energy demand would increase by 165% to 201% (a 
factor of 2.6-3.0) for the 2020s, 363-555% (a factor 
of 4.6-6.5) for the 2040s, and 981-1845% (a factor of 
10.8-19.5) by the 2080s. Increases in cooling energy 
demand are expected to translate directly to higher 
average and peak electrical demands in summer. 
Taken together the changes in energy demand •	
and regional hydropower production suggest 
that adaptation to climate change in cool season 
will be easier than in warm season.  Increases in 
hydropower production in winter will at least partially 
offset projected increases in heating energy demand 
due to population growth. Adapting to projected 
increases in cooling energy demand (which would 
result in increased electrical energy demand) will be 
more difficult because of reductions in hydropower 
production in the peak air conditioning season.  These 
effects in summer will put additional pressure on other 
sources of energy.

13 Population estimates in this study used information from both 
the Washington Growth Management Act estimates and global 
estimates. See Energy chapter for details.

Figure 8. Heating energy demand (top) and 
cooling energy demand (bottom) for projected 
population growth and regional warming 
averaged over Washington. Units: million person-
heating degree days (HDD) or million person-
cooling degree days (CDD).

Figure 7. Long-term average system-wide energy 
production from the Columbia River hydro system 
for historical 20th century climate (1917-2006) 
by month, compared to future scenarios for the 
2020s, 2040s, and 2080s for the medium (A1B) 
emissions scenario.
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Agriculture5. 

The impact of climate change on agriculture in eastern 
Washington State is assessed in this study by focusing 
on the major commodities in terms of output value: 
apples, potatoes, and wheat. Agricultural impacts 
depend on the direct effects of climate, but they also 
depend on increasing atmospheric carbon dioxide 
(CO2) independent of CO2’s influence on climate. 
Increased CO2 in the atmosphere can increase crop 
yields for some plants and also increase water use 
efficiency, which in turn may provide additional 
benefits in dryland crop yields. Projections presented 
assume that plants have adequate supply of nutrients 
and are well protected from pests and weeds, and for 
irrigated crops they assume adequate availability of 
water for irrigation (see section 3.2, Water Management 
and Irrigated Agriculture). Crop response to climate 
change14 is assessed based on changes for 2020, 2040, 
and 2080 scenarios with respect to a baseline climate 
(1975-2005). 

The impact of climate change on these crops in •	
eastern Washington is projected to be mild in the 
short term (i.e., next two decades), but increasingly 
detrimental with time, with potential yield losses 
reaching 25% for some crops by the end of the 
century. However, increased atmospheric CO2 will 
likely offset some of the direct effects of climate and 
result in important yield gains for some crops. There 
is some debate about whether the CO2 effect on 
plants will be temporary (perennial plants may adapt 
to new conditions or growth of plants in natural 
environments may be limited by other factors), 
but mounting experimental evidence involving 
agricultural crops show a definite beneficial effect 
of “CO2 fertilization” on growth and yield of many 
crops, even for perennial crops such as fruit trees that 
are expected to be in production for many years. 
Yields of dryland winter wheat are projected to •	
increase (2% to 8%) for the 2020s and remain 
unchanged or increase slightly for the 2040s 
because earlier maturity in response to warming 

14 Climate change scenarios in the Agriculture sector used future 
scenarios from four global climate models with contrasting future 
conditions, rather than the average of many scenarios. These 
models were PCM1 (a model that projects less warming and 
more precipitation for the Pacific Northwest), CCSM3 (a model 
that projects more warming and less precipitation for the Pacific 
Northwest), and ECHAM5 and CGCM3 (models that project 
intermediate changes compared to the first two). All modeling used 
medium (A1B) CO2 emission scenarios.

will allow plants to avoid some water stress. 
However, yield reductions (4% to 7%) are projected 
for the 2080s in the higher precipitation region. 
When CO2 increase is added, yields are projected 
to increase by 13% to 15% (2020s), 13% to 24% 
(2040s), and 23% to 35% (2080s), with the larger 
gains in drier sites. No change in spring wheat yields 
is projected for the 2020s, but declines of 10% to 
15% for the 2040s, and 20% to 26% for the 2080s 
are projected due to climate change. Increased CO2 
will compensate for decreased yields, leading to 
increases of 7% and 2% for the 2020s and 2040s at 
Pullman, but a 7% increase (2020s) followed by a 
7% reduction (2040s) at Saint John.  Earlier planting 
combined with CO2 elevation is projected to increase 
yields by 16% for the 2020s. 

Yields of fully irrigated potatoes are projected •	
to decline by 9%, 15%, and 22% for the 2020s, 
2040s, and 2080s, respectively, with smaller losses 
of only 2% to 3% for all scenarios when the effect 
of CO2 is included. The development of varieties 
with a longer duration of green leaf area, combined 
with elevated CO2, could potentially result in yield 
gains of ~15%. However, tuber quality is a concern 
due to tuber growth limitations under warmer 
conditions. 

Without the effect of elevated CO•	 2, future climate 
change is projected to decrease fully irrigated 
apple production by 1%, 3%, and 4% for the 2020s, 
2040s, and 2080s, respectively. When the effect of 
CO2 is added, yields are projected to increase by 6% 
(2020s), 9% (2040s), and 16% (2080s). Realizing 
potential yield gains and maintaining fruit quality 
standards at higher yields will require management 
adaptations.

Caveats of the projection of impacts on agriculture 
presented in this study are: a) possible changes in the 
frequency and persistence of extreme temperature 
events (both frosts and heat waves) are not well 
represented in current climate projections, which could 
adversely affect crop yields, b) the extent to which the 
potential benefits of elevated CO2 will be realized is 
moderately uncertain, c) changes in impacts by pests, 
weeds, and invasive species could affect agriculture in 
ways not described here, and d) although water supply 
was assumed to be sufficient for irrigated crops, other 
studies (see Water Resources - Irrigated Agriculture) 
indicate that it may decrease in many locations as a 
result of climate change, adding additional stress.
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Salmon Production 6. 
and Distribution

Climate plays a crucial role in 
salmon ecology at every stage 
of their life cycle. Key limiting 
factors for freshwater salmon 
reproductive success depend 
on species, their life history, 
watershed characteristics, and 
stock-specific adaptations to 
local environmental factors. The 
overarching questions addressed 
here are: (1) How will climate 
change alter the reproductive 
success of salmon and steelhead 
in freshwaters of Washington 
State? and (2) Where and under 
what conditions will salmon 
habitat be most vulnerable to 
climate change (increasing 
water temperatures and changes 
in the timing and amount of 
streamflow)? 

Rising stream temperature •	
will reduce the quality and quantity of freshwater 
salmon habitat substantially. Since the 1980s 
the majority of waters with stream temperature 
monitoring stations in the interior Columbia Basin 
have been classified as stressful for salmon (where 
annual maximum weekly water temperatures exceed 
60°F). Water temperatures at these stations are 
projected to become increasingly hostile for salmon 
under both medium (A1B) and low (B1) emissions 
scenarios. The duration of temperatures15 causing 
migration barriers and thermal stress in the interior 
Columbia Basin are projected to quadruple by the 
2080s. Water temperatures for western Washington 
stations are generally cooler, and projected increases 
in thermal stress are significant but less severe - 
the duration of temperatures greater than 70°F will 
increase but such temperatures are still projected 
to be relatively rare for all but the warmest water 
bodies in Washington (Figure 9). 

15 Thermal stress for salmon in streams can be of several types. 
Salmon suffer physical stress when stream temperatures are too 
warm, but warm waters also present thermal barriers to migration 
because the water is too warm for salmon to pass through. Where 
weekly water temperatures exceed 70°F, both physical stress and 
thermal barriers to migration are very likely.

In the major river systems of Puget Sound and •	
lower elevation basins in the interior Columbia 
Basin, flood risk will likely increase, which in 
turn increases the risk of streambed scouring 
of spawning habitat. In snowmelt-dominated 
watersheds that prevail in the higher altitude 
catchments and in much of the interior Columbia 
Basin, flood risk will likely decrease.  Summer 
low flows will decrease in most rivers under most 
scenarios (Figure 10), leading to reduced habitat 
capacities for rearing juveniles that must spend at 
least one summer in freshwater.
Consequences of these changes will vary with •	
different populations and with where they spend 
the different parts of their life cycles.  Salmon 
populations that typically inhabit freshwater 
during summer and early fall for either spawning 
migrations, spawning, or rearing will experience 
significant thermal stress. For spawning migrations, 
effects of warming are projected to be most severe 
for adult summer steelhead, sockeye, and summer 
Chinook populations in the Columbia Basin, sockeye 
and Chinook in the Lake Washington system, and 
summer chum in Hood Canal. For rearing habitat, 
impacts of warming will likely be greatest for coho 
and steelhead (summer and winter run) throughout 
western Washington. Reductions in summer and 

Figure 9. August mean surface air temperature (colored patches) and maximum stream 
temperature (dots) for 1970-1999 (left) and the 2040s (right, medium emissions scenario, 
(A1B)). The area of favorable thermal habitat for salmon declines by the 2040s in western 
Washington, and in eastern Washington many areas transition from stressful to fatal for 
salmon. Circles represent selected stream temperature monitoring stations used for 
modeling stream temperatures.
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Forests7. 

Climate influences nearly all aspects of forest 
ecosystems. Forest fires, insect outbreaks, tree species’ 
ranges and forest productivity are closely tied to climate. 
Profound changes in forest ecosystems are possible 
given the magnitude of projected climate changes. 
The combined climate change impacts on tree growth, 
regeneration, fire, and insects will fundamentally 
change the nature of forests, particularly in ecosystems 
where water deficits are greatest. Many impacts will 
likely occur first in forests east of the Cascade crest, 
but forests west of the Cascades will likely experience 
significant changes in disturbance regime and species 
distribution before the end of the 21st century.

Due to changes in summer precipitation and •	
temperature, the area burned by fire regionally 
(in the U.S. Columbia Basin) is projected to double 
or triple (medium scenario, (A1B)), from about 
425,000 acres annually (1916-2006) to 0.8 million 
acres in the 2020s, 1.1 million acres in the 2040s, 

fall flows will likely negatively impact the rearing 
capacities and for coho, steelhead, and stream type 
Chinook because they all have a life history pattern 

and 2.0 million acres in the 2080s. The probability 
that more than two million acres will burn in a given 
year is projected to increase from 5% (1916-2006) 
to 33% by the 2080s. Fire regimes in different 
ecosystems in the Pacific Northwest have different 
sensitivities to climate, but most ecosystems will 
likely experience an increase in area burned by the 
2040s. Year-to-year variation will increase in some 
ecosystems.
Due to climatic stress on host trees, mountain •	
pine beetle outbreaks are projected to increase 
in frequency and cause increased tree mortality.  
Mountain pine beetles will reach higher elevations 
due to a shift to favorable temperature conditions 
in these locations as the region warms. Conversely, 
the mountain pine beetle will possibly become less 
of a threat at middle and lower elevations because 
temperatures will be unfavorable for epidemics. 
Other species of insects (such as spruce beetle, 

Figure 10. Life cycle assessment and impacts mechanisms for salmon and steelhead in Washington.

that requires at least one year of juvenile rearing in 
freshwater.
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Douglas-fir bark beetle, fir engraver beetle, 
and western spruce budworm) will possibly 
also emerge in areas that are no longer 
suitable for the mountain pine beetle.
The amount of habitat with climate ranges •	
required for pine species16 susceptible to 
mountain pine beetle will likely decline 
substantially by mid 21st century (Figure 
11). Much of the currently climatically 
suitable habitat is in places unlikely to have 
future climatic conditions suitable for pine 
species establishment and regeneration, and 
established trees will be under substantial 
climatic stress. The regeneration of pine 
species after disturbance will likely be 
slowed, if the species can establish at all.
The area of severely water-limited forests•	 17 
will increase a minimum of 32% in the 
2020s, and an additional 12% in both 
the 2040s and 2080s (Figure 11, medium 
scenario, (A1B)). Douglas-fir productivity 
varies with climate across the region and 
will potentially increase in wetter parts 
of the state during the first half of the 21st 
century but decrease in the driest parts of its 
range. Geographic patterns of productivity 
will likely change; statewide productivity 
will possibly initially increase due to warmer 
temperatures but will then decrease due to 
increased drought stress. It is important to 
note that changes in species mortality or 
regeneration failures will possibly occur 
before the point of severe water limitation 
(as it is defined here) is reached.

16 Ponderosa pine, lodgepole pine, and whitebark pine 
were considered in this study.
17 Severely water limited forests occur where the annual 
supply of water does not meet the summer environmental 
demand for water. Specifically, when summer potential 
evapotranspiration exceeds annual precipitation, there is 
severe water limitation.

Figure 11. Changes in areas of potential pine species’ ranges 
for 2060 (top panel) and severely water limited forest (bottom 
panel) in Washington. Areas of orange and yellow in the top 
panel indicate areas where one or more species of pines 
will possibly have difficulty re-establishing after disturbance 
(fire, insect attack, etc.) because the climate is beyond the 
ranges to which they are adapted (Data: Rehfeldt et al. 2006, 
multiple IPCC emissions scenarios18). Hydrologic modeling 
suggests that many forested areas on the northern edge 
of the Columbia basin will become severely water limited 
(bottom, scenario A1B), defined conservatively as those 
forests where summer environmental water demand exceeds 
annual precipitation. The area of water limited forests would 
increase substantially if the definition is expanded to a more 
general definition where forests are water limited if annual 
water demand exceeds annual precipitation (not shown). 

18 The data (from Rehfeldt et al. 2006) used for this analysis 
were developed by researchers using similar emissions 
scenarios in an older generation of global climate models 
to model tree species’ ranges in western North America. 
The ranges of projected future climate changes used 
in Rehfeldt are comparable to those developed for this 
assessment.
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Coasts 8. 

Washington State’s approximately 3000 miles of 
coastline (Figure 12) are diverse, ranging from the 
sandy beaches and shallow waters of Willapa Bay to 
the steep rocky shores in the San Juan Islands, to the 
heavily populated but relatively unstable bluffs of the 
Puget Sound region. While global climate change will 
drive the same basic physical changes throughout the 
region, each shore area, and the human activities in those 
areas, will respond in specific ways depending upon 
substrate (sand versus bedrock), slope (shallow versus 
steep cliffs), and the surrounding conditions (exposed 
versus sheltered from storms).  Because Washington’s 
coasts are heavily utilized for ports, home sites, public 
recreation, wildlife habitat, and shellfish aquaculture, 
these physical effects of climate change will pose 
significant challenges. The summary of coastal impacts, 
and related threats posed to homes, infrastructure, and 
commerce, are derived from examination of several 
specific sites and physical threats.  Some of the specific 
sites examined include Willapa Bay, Bainbridge Island, 
Whidbey Island, the San Juan Islands, and the Ports of 
Seattle and Tacoma. This assessment does not examine 
impacts on wildlife habitat, which climate change could 
possibly affect through sea level rise, bluff erosion, 
water temperature, and other impacts.
Overall, this brief survey of climate impacts on the 
coasts of Washington State has identified possible 
routes by which climate can interfere with typical 
human uses of the coast and has raised many questions 
requiring additional research. 

Sea level rise will shift coastal beaches inland and •	
increase erosion of unstable bluffs, endangering 
houses and other structures built near the shore or 
near the bluff edges (see Scenarios section for sea 
level rise information). On Whidbey Island, future 
possible impacts include increased bluff erosion 
and landslides and inundation. On Bainbrige Island, 
inundation and, to a lesser extent, bluff erosion are 
possible. Willapa Bay would see possible increases 
in shoreline erosion.
Shellfish will possibly be negatively impacted •	
by increasing ocean temperatures and acidity, 
shifts in disease and growth patterns, and more 
frequent harmful algal blooms. Further, inter-tidal 
habitat for shellfish aquaculture will likely be slowly 
shifting shoreward as sea level rises. Health risks due 
to harmful algal blooms will possibly be a increasing 
concern, leading to more frequent closures of both  

recreational and commercial shellfishing.
The major ports of Seattle and Tacoma are only •	
slightly above existing sea level, and both have 
some plans to raise the height of piers, docks and 
terminals in response to sea level rise. Both ports also 
rely on access to highway and railroad transportation 
to move freight, but key railroad tracks and much of 
the container yards will possibly be subject to flooding 
without more extensive construction of dikes or land 
filling. Protecting the port lands and transportation 
networks will be a challenge for these and other ports 
throughout the state. 
These conclusions extend to other coastal •	
structures and facilities in the Puget Sound region 
which must accommodate to sea level rise or 
retreat to higher ground.

Adapting to these effects will possibly involve both 
innovative property boundary laws to accommodate 
the shifting high tide lines and genetic research to select 
more resilient sub-species of shellfish. Further research 
will be a necessary element of any longer-term, adaptive 
strategy for climate change in the region. 

Figure 12. Washington State coastal areas.
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Urban Stormwater Infrastructure9. 

Washington’s urban infrastructure elements are not 
equally vulnerable to weather and climate. This 
assessment focuses on stormwater management facilities 
in urban areas because the relationship to potential 
climate change (particularly precipitation extremes 
on which much of their design is based) is obvious, 
the consequences of inadequate facilities are severe, 
and the economic impact of increasing the capacity of 
stormwater facilities (or more severe flooding) would 
be substantial.  Three specific areas – the central Puget 
Sound, Spokane, and Portland-Vancouver – were chosen 
for detailed analyses because they are the most populous 
in the state.
Few statistically significant changes in extreme •	
precipitation have been observed to date in the 
state’s three major metropolitan areas. Nonetheless, 
drainage infrastructure designed using mid-20th century 

rainfall records may be subject to a future rainfall 
regime that differs from current design standards.  
Projections from two regional climate model •	
(RCM) simulations generally indicate increases in 
extreme rainfall magnitudes throughout the state 
over the next half-century, but their projections 
vary substantially by both model and region (see 
Figure 13).
Hydrologic modeling of two urban creeks in central •	
Puget Sound suggest overall increases in peak annual 
discharge over the next half-century, but only those 
projections resulting from one of the two RCM 
simulations are statistically significant.  Magnitudes 
of projected changes vary widely, depending on the 
particular basin under consideration and the choice of 
the underlying global climate model.

Figure 13. Comparison of 25-year, 24-hour design storms18 based on observed and modeled (regional climate model) data at SeaTac airport.  
Projected changes under one climate model19 are greater than those under another climate model, although both project increases. The 
historical range is similar to the range of projected changes.  Note that the two time periods at left (1956 to 1980 and 1981 to 2005) overlap 
the third time period (1970 to 2000).

18 25-year, 24-hour design storm is a typical design standard for storm sewer capacity. The 25-year 24-hour design storm is the amount of 
precipitation falling over a 24 hour period that has a 1 out of 25 (4%) chance of being exceeded in any given year.
19 ECHAM5 and CCSM3 are global climate models, and in this assessment, these global models were the two used to provide input conditions 
to a much more detailed regional climate model (WRF) – see Scenarios chapter for details.
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Human Health10. 

Illness and mortality related to heat and worsening 
air quality are core public health concerns associated 
with climate change projections. First, the historical 
relationship between mortality rates and heat events in 
the greater Seattle area (King, Pierce and Snohomish 
counties), Spokane County, the Tri-Cities (Benton 
and Franklin counties) and Yakima County from 1980 
through 2006 are examined for different ages of people 
and causes of mortality. Second, increased mortality 
from projected heat events is estimated for 2025, 
2045, and 2085. Third, increased mortality due to 
ozone pollution caused by climate change is estimated 
for mid century (2045-2054) in King and Spokane 
Counties.  We focused on these impacts because 
they are among the more direct effects of climate on 
human health. It is possible that impacts related to 
communicable diseases, changes in 
disease vector habits, extreme weather 
events, and other factors would also 
become problematic in the future, but 
these were not addressed in this study.

Washington State residents were •	
more likely to die during heat 
waves than during more temperate 
periods (baseline 1980-2006). Risks 
increased during heat waves lasting 
two or more days, and were greatest 
for older adults.  Among residents of 
the greater Seattle area (King, Pierce 
and Snohomish Counties) aged 65 
and above, heat waves of two to four 
days’ duration were associated with a 
14% to 33% increase in the risk of death from non-
traumatic causes. Greater Seattle residents aged 
85 and above were 31% to 48% more likely to die 
during heat waves of two to four days (Figure 14).
Climate change in Washington State will likely •	
lead to larger numbers of heat-related deaths.  
The greater Seattle area in particular can expect 
substantial mortality during future heat events 
due to the combination of hotter summers and 
population growth.  Considering just the effects of 
climate, a medium (A1B) climate change scenario 
projects 101 additional deaths among persons aged 
45 and above during heat events in 2025. By 2045, 
approximately a 50% increase in additional deaths 
could be attributed directly to climate change; even 
more excess deaths could be expected if population 
continued to grow beyond 2025 projections. Nearly 

half of these are expected to occur among persons 85 
years of age and older.
Although better control of air pollution has led to •	
improvements in air quality, warmer temperatures 
threaten some of the sizeable gains that have been 
made in recent years.  The estimated number of 
summer deaths due to ozone pollution in 1997-2006 
is 69 in King County and 37 in Spokane County. 
Ground-level ozone concentrations are projected to 
increase in both counties. Using projections of the 
future population size20 and ozone concentrations, 
this would increase to 132 deaths in King County 
and 74 deaths in Spokane County by the 2040s.

20 Population estimates from Washington State’s Office of Financial 
Management.

Figure 14. Percent increase in risk of death, and number 
of deaths each day for all non-traumatic causes by heat 
event duration, greater Seattle area, 1980-2006. Given 2006 
population levels, residents of the greater Seattle area aged 
65 and above could be expected to experience, on average, 
3 additional deaths on day 1 of a heat event, 10 additional 
deaths on day 2, and so forth; over a 5 day heat event this 
age group would incur a total of 45 additional deaths, and 
during an average heat event of 2.2 days’ duration, they would 
experience an additional 14 deaths.  Persons aged 85 and 
above could be expected to experience 25 additional deaths 
during a 5 day heat event and 9 additional deaths during a 
typical heat event.
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Adaptation11. 

Climate change will affect many aspects of 
Washington’s natural, institutional, economic, cultural, 
and legal landscape. Furthermore, because of lags in 
the global climate system and the long lifetime for key 
greenhouse gasses in the atmosphere, climate change 
impacts over the next few decades are virtually certain. 
Impacts in the second half of the 21st century are also 
certain, but the magnitude of those changes will be 
greatly influenced by the success or failure of efforts 
to reduce greenhouse gas concentrations both in the 
near-term and over time.
Preparing for (or adapting to) the impacts of climate 
change is necessary to minimize the negative 
consequences of climate change in Washington State, 
including an increased risk for drought, forest fires, 
habitat loss, and heat stress. Adapting to climate change 
also creates opportunities to maximize the benefits of 
climate change, such as a longer growing season and 
increased winter hydropower production. Additional 
reasons for preparing for climate change at the state 
and local level are provided in Box 4. 
Navigating Washington’s changing future will require 
regulatory, legal, institutional, and cultural changes to 
reduce the barriers that limit building a more climate 
resilient Washington. Washington’s commitment to 
adapting to climate change was formalized on February 
7, 2007, when Governor Christine Gregoire signed the 
Washington Climate Change Challenge (Executive 
Order 07-02). In addition to establishing greenhouse 
gas reduction goals for the state, Executive Order 07-
02 committed the state to determining what steps the 
State could take to prepare for the impacts of climate 
change in five key sectors: public health, agriculture, 
coasts and infrastructure, forestry, and water supply. 
Adaptation recommendations from the Preparation/
Adaptation Working Groups (PAWGs) were presented 
to the Governor in February 2008.
The Washington Climate Change Impacts Assessment 
complements the State’s effort with the PAWGs 
by providing updated and expanded details on the 
potential impacts of climate change in Washington. 
It is important to note that the adaptation discussion 
in the Washington Assessment should be viewed as 
starting point for initiating a more systematic look 
at the adaptation needs identified by the PAWGs 
in addition to other potential options. This could be 
done with continued involvement from the PAWGs 
and/or through a combination of intra- and inter-

agency working groups (and public input) convened to 
evaluate what adaptation options are needed and how 
they can be implemented.  
As Washington’s state and local governments begin 
considering how to address climate change impacts, 
three fundamental principles must be recognized. 
First, there is no “one size fits all” solution for 
adapting to climate change. Options for adapting 
to climate change vary among sectors (e.g., between 
water resources and forest ecosystems) and even within 
sectors (e.g., between watersheds) depending on the 
unique characteristics of the systems being considered. 
Adapting to climate change will require multiple 
actions implemented over varying time frames based 
on projected impacts, resources, and risks. 
Second, adapting to climate change is not a one-
time activity. Climate will continue to change as 
will Washington’s communities, economies, social 
preferences, and policies and regulations. The 
assumptions that shape adaptive planning must be 
revisited periodically and adjusted to reflect these 
changes. Thus, adapting to climate change must be 
seen as a continuous series of decisions and activities 
undertaken by individuals, groups, and governments 
rather than a one-time activity.
Third, effective adaptation will require more 
regulatory flexibility and systematic integration 
of governance levels, science, regulation, policy, 
and economics. Increased flexibility and integration 
is needed to accommodate uncertainties of climate 
change as well as the uncertainties in non-climatic 
stresses, such as population growth, changing 

Box 4. Why Preparing for Climate Change Is 
Required at the State and Local Level

Significant regional-scale climate change 1.	
impacts are projected.
State and local governments, businesses, and 2.	
residents are on the “front line” for dealing 
with climate change impacts.
Decisions with long-term impacts are being 3.	
made every day, and today’s choices will 
shape tomorrow’s vulnerabilities.
Significant time is required to develop 4.	
adaptive capacity and implement changes.
Preparing for climate change may reduce 5.	
the future costs of climate impacts and 
responses.
Planning for climate change can benefit the 6.	
present as well as the future.
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resource demands, and economic trends. More general 
options for increasing flexibility in Washington 
State policy-making include, but are not limited to, 
building social capital (increasing knowledge and 
engagement); broader use of market mechanisms, 
conditional permitting, adaptive management, and 
the precautionary principle; and increasing legislative 
flexibility in the courts. Implementing no-regrets, low-
regrets, and win-win (co-benefit) strategies are also 
effective ways of moving forward with adaptation in 
the face of uncertainty. Without more integration and 
flexibility, the institutions, laws, and policies used 
to govern human and natural systems could become 
increasingly constrained in their ability to effectively 
manage climate change impacts.
Implementing the PAWG recommendations and 
adaptation options identified in this report will require 
a concerted effort on the part of state and local decision 
makers, working in partnership with federal agencies, 
tribal governments, and the private sector, to make 
needed changes in how human and natural systems 
are governed in Washington. Washington State faces 
unprecedented economic challenges, however. A 
significant budget deficit looms and deep cuts will be 
required to balance the state budget. 
Despite these challenges, preparing for climate change 
can continue from its important beginnings in the 2007 
PAWG process. Many of the actions recommended by 
the PAWG process as well as others provided within this 
report require nominal fiscal resources. Furthermore, 
many adaptive actions may create cost savings through 
damage avoidance or delayed infrastructure upgrades, 
for example. Finally, many of the changes required 
to develop a more climate-resilient Washington will 
take time to implement. Waiting for climate change to 
“arrive” will be too late in some cases and could be 
significantly more costly in other cases. 

Conclusion12. 

Climate plays a strong role in many of the resources 
and the quality of human life in Washington State. 
Projected increases in temperature and accompanying 
variability in precipitation point to a very different 
future for Washington’s people and resources than 
that of the recent past. All sectors examined in this 
study project quantifiable impacts of climate change 

on important resources, and the projections of future 
climate indicate that these impacts are very likely to 
grow increasingly strong with time.

Adaptation to the changes in climate and their •	
impacts on human, hydrological and ecological 
systems is necessary because the projected impacts 
of climate change are large. There is enough current 
scientific information to plan and develop strategies 
for future projected climate changes and impacts 
even though information is not always complete. For 
example, “no regrets” strategies that provide benefits 
now and potential flexibility later are a good place to 
start. However, adaptation could be costly in some 
cases where the rate of change is very fast or where 
severe impacts are spread over large areas. Finally, 
significant impacts are projected in some sectors as 
early as the 2020s and certainly by the 2040s – these 
are not “far in the future” impacts.
To the extent that it can be identified, quantified, •	
and mitigated, uncertainty is a component 
of planning, not a reason to avoid planning. 
Many sectors report different impacts in different 
systems (e.g., snowpack response in low vs. high 
elevations, fire response in the western Cascades vs. 
Blue Mountains, different salmon populations and 
different crops etc.), but the natural complexity 
(variability in geographic space and in time, such 
as decadal climate variability) of these systems is 
a key part of planning for the future. Better climate 
information, better monitoring, and better awareness 
of complexity are all required to anticipate future 
impacts and to develop adaptation strategies that are 
likely to be successful.
While there is compelling evidence that climate in •	
the next century will differ markedly from that of 
the past, the exact nature of those differences are 
impossible to predict with precision. Our sensitivity 
to the inherent uncertainty of future climate change 
can be evaluated through an examination of multiple 
future climate scenarios and their associated impacts. 
By understanding the likely direction and 
magnitude of future climate changes and impacts, 
we can manage risks and exploit opportunities in 
an informed and systematic way.



Future Climate in the Pacific Northwest
Philip W. Mote1,2 and Eric P. Salathé Jr.1

Abstract

Climate models used in the Intergovernmental Panel on Climate Change (IPCC) Fourth Assessment Report 
(AR4) on the whole reproduce the observed seasonal cycle and 20th century warming trend of 0.8°C (1.5°F) 
in the Pacific Northwest, and point to much greater warming for the next century. These models project 

increases in annual temperature of, on average, 1.1°C (2.0°F) by the 2020s, 1.8°C (3.2°F) by the 2040s, and 3.0°C 
(5.3°F) by the 2080s, compared with the average from 1970 to 1999, averaged across all climate models. Rates of 
warming range from 0.1 to 0.6°C (0.2° to 1.0°F) per decade. Projected changes in annual precipitation, averaged 
over all models, are small (+1 to +2%), but some models project an enhanced seasonal cycle with changes toward 
wetter autumns and winters and drier summers. 
Changes in nearshore sea surface temperatures, though smaller than on land, are likely to substantially exceed 
interannual variability, but coastal upwelling changes little. Rates of 21st century sea level rise will depend on poorly 
known factors like ice sheet instability in Greenland and Antarctica, and could be as low as 20th century values 
(20cm, 8”) or as large as 1.3m (50”).

1: Scenarios

1JISAO Climate Impacts Group, University of Washington, Seattle, Washington 98195-5672
2Oregon Climate Change Research Institute, College of Oceanic and Atmospheric Sciences, Oregon State Univ., Corvallis, Oregon 97331-5503
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1. Global Climate Models

Envisioning global climate in a future with much higher greenhouse 
gases requires the use of physically based numerical models of the 
ocean, atmosphere, land, and ice, often called global climate models 
(GCMs) or climate system models. A common set of simulations using 
21 GCMs was coordinated through the Intergovernmental Panel on 
Climate Change (IPCC), described in the IPCC 2007 report (Randall et 
al. 2007), and archived by the Program for Climate Model Diagnostics 
and Intercomparisons (PCMDI). These models typically resolve the 
atmosphere with between 6,000 and 15,000 grid squares horizontally, and 
with between 12 and 56 atmospheric layers. All GCMs in the PCMDI 
archive include a fully resolved global ocean model, usually with higher 
resolution than the atmospheric model, and nearly all include models of 
sea ice dynamics and models of the land surface. By calculating energy 
fluxes between the sun, atmosphere, and surface, these models compute 
surface temperature distributions that compare well with observations. 
Details of the models, as well as references, can be found in Table 8.1 of 
Randall et al. 2007. 
Simulations of 21st century climate require projections of future greenhouse 
gases and sulfate aerosols (which reflect sunlight and also promote cloud 
formation, thereby offsetting greenhouse gases locally), more than 40 of 
which were produced under the auspices of the IPCC (SRES, Nakicenovic 
et al. 2000) after considering a wide range of future socioeconomic changes. 
Three of these “SRES” scenarios were commonly chosen for forcing the 
GCMs: B1, A1B, and A2. The climate forcing of all scenarios, including 
B2 and the older IS92a used in the Second Assessment report (Figure 1) is 
similar until about 2020 owing primarily to the long lifetime of coal fired 
electric power plants and of the major greenhouse gases. A2 produces the 
highest climate forcing by the end of the century, but before mid-century, 
none of the scenarios is consistently the highest. Because more modeling 
groups ran A1B than A2, and since our focus for this study was on mid-
century change, we chose A1B as the higher emissions scenario and B1 as 
the low emissions scenario for our analysis of 21st century PNW climate. 
We have analyzed available A2 runs as well, as shown in Figures 8, 11, 
and 12, but we emphasize A1B and B1. Though B1 is the lowest of the 
IPCC illustrative scenarios, it still produces changes in climate that many 
scientists call “dangerous” (Schellnhuber et al. 2006) — a threshold that 
a growing number of political leaders have stated their intention to avoid. 
At the high end, scenario A1FI (not shown) results in even higher climate 
forcing by 2100 than A2 or A1B. Mid-2000s global emissions of CO2 
exceeded even the A1FI scenario (Raupach et al. 2007). Whether these 
exceedingly high emissions will continue into the future is beyond our 
expertise to judge.
On the PCMDI web site (esg.llnl.gov), all modeling centers provided 
simulations of 20th century climate using observed solar, volcanic, and 
greenhouse gas forcing. Twenty modeling centers provided simulations of 
21st century climate with the A1B scenario, 19 with B1, and 17 with A2, 
for a total of 56 runs. These form the basis for the analysis presented in 
most of the other chapters in this assessment report. In some cases several 
different model runs were provided for each scenario; we chose Run 1 
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except as noted in Appendix A. This set of models is larger than the set 
available in 2005 when similar analysis was performed for the Northwest 
(Mote et al. 2005, 10 models) and California (Cayan et al. 2007, 12 models 
but emphasizing two). 

Randall et al. (2007) and CCSP (2008) evaluated the models’ fidelity in 
simulating various aspects of global climate, and also calculated each 
model’s climate sensitivity. The modeled climate sensitivity is a measure of 
the model’s response to doubled CO2, and has historically been calculated 
in two ways: either the “equilibrium climate sensitivity” or the “transient 
climate response” (TCR, ibid.). The equilibrium climate sensitivity is 
defined as the globally averaged temperature change in a simulation with 
a doubling of CO2, in which the simulation is long enough for the global 
temperature to reach equilibrium. Because the climate system takes a long 
time to come into equilibrium, the calculation of the equilibrium climate 
sensitivity was typically performed only in models with a very simple 
ocean component, which was standard before the mid-1990s. By the late 
1990s, most models included a sophisticated ocean, and running such a 
model to equilibrium would require a great deal of computer resources. 
The TCR was a more practical metric of models’ sensitivity. The TCR is 
defined as the global mean temperature change at the time of CO2 doubling 
in a simulation in which the CO2 increased at 1%/year (roughly IS92a, the 
black curve in Figure 1). The range of values of TCR reported by Randall 
et al. (2007) was 1.2-2.6°C (their Table 8.2).

2. Model Evaluation: 20th Century Climate of the 
Northwest

The domain used in the rest of the chapters in this study is the state of 
Washington. However, because the state is represented by only a few grid 
points in a typical GCM, for examining the GCMs we use the larger domain 
of the Pacific Northwest, defined as the region between 124° and 111° 

Figure 1. Globally averaged radiative 
forcing by greenhouse gases and 
sulfate aerosols, for four of the six 
illustrative scenarios plus the older 
IS92a scenario, from IPCC (2001) 
Appendix II.3. In this study we use A1B 
and B1. Differences between scenarios 
grow after about 2020.
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west longitude, 41.5° to 49.5° north latitude: Washington, Oregon, Idaho, 
western Montana, and a small slice of adjacent states and British Columbia. 
Models have different spatial resolutions, but the number of model grid 
points enclosed in this latitude-longitude box is between 6 and 91.
In any prediction exercise the first question should be, how well can the 
predictive model simulate the past? In this section we examine the 20 
models’ simulation of 20th century climate in the Pacific Northwest, a step 
not discussed by Cayan et al. (2007) in their two-model study of climate 
change in California. We use a regionally averaged time series formed by 
averaging the temperature and precipitation values at all the Northwest grid 
points. The reason for such averaging is that variations in model climate on 
scales smaller than a few grid cells is not meaningful. Put another way, the 
models represent the variations of climate that would occur on a smooth 
planet with similar land-sea distributions and large smooth bumps where 
Earth has major mountain ranges. 
Besides model resolution, another consideration in comparing global 
models with observations is that there are different ways to calculate 
“observed” regionally averaged temperature and precipitation. A common 
approach is to average weather station data into latitude-longitude boxes 
or into geographically defined “climate divisions” and combine these areas 
into a state or regional average with area weighting; this was how Mote et al. 
(2005) compared climate models with observations. The drawback of this 
approach is that it does not account for the contribution to a regional average 
of high terrain, which has very few weather stations. A better estimate 
interpolates (horizontally) and extrapolates (vertically) observations to a 
uniform, high-resolution grid (e.g., Hamlet and Lettenmaier 2005). Such 
an estimate, however, would be unsuitable for comparing with climate 
model output, which lacks the vertical relief.
A third approach is to assimilate observed data into a weather prediction 
model at the spatial resolution of climate models, as has been done for the 
NCEP/NCAR reanalysis (Kalnay et al. 1996). This approach processes 
observations in a manner most similar to a global climate model, or in other 
words constrains a model twice a day to be consistent with observations, 
and hence it is perhaps the fairest comparison with climate models and 
is the one we used previously (Mote and Salathé 2009). However, in this 
analysis we use 0.5°-0.5° (latitude-longitude) gridded data of the University 
of East Anglia Climatic Research Unit (CRU) version 2.02 (Mitchell et 
al. 2004). We area-average the data over the same domain as the climate 
models and use monthly means for 1901-2000.
We begin with a comparison of the annual mean difference, or bias, between 
models and CRU for 1970-99. Most models have a slight cold bias, and 
both the mean and median bias is 1.8°C (3.3°F) (Figure 2). The models 
with least bias in annual average temperature are GISS-ER, MIROC-hi, 
INMCM3, and CNRM. For precipitation (Figure 3), all models have a 
wet bias, and for some the bias exceeds 50%. The mean bias is 6.0 cm/
month (41%). Models with lowest bias are BCCR, GISS_er, HadCM, 
PCM1, and CGCM_T47. Note that no model falls in the best five for both 
temperature and precipitation, and likewise no model falls in the worst 
five for both temperature and precipitation. Comparing these results with 
those obtained using NCEP, the NCEP regional average temperature was 

CHAPTER 1: Scenarios24



slightly lower and precipitation quite a bit higher (Mote and Salathé 2009) 
than the CRU averages, so the average biases were smaller and in the case 
of temperature the list of models with lowest bias was different. 

The models’ simulated seasonal cycles for the PNW are shown in Figure 
3. For temperature, the multi-model average is consistently 1-3°C cooler 
than CRU for each month, and six models (led by MIROC-hi) have a 
lower root-mean-square (rms) difference from CRU than the multi-model 
average. With NCEP, the multi-model mean was consistently within 1°C 
of NCEP monthly means and no model had a smaller rms difference. 

Figure 2. Differences (biases) between each model’s mean annual (top) temperature and (bottom) 
precipitation from gridded CRU data, averaged over the Pacific Northwest, for 1970-99.
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For precipitation, all models reproduce the contrast between wet winters 
and dry summers, though a few produce summers that are only slightly 
drier than winters. The multi-model average is 30-50% wetter than CRU 
in most months. Twelve of the models have a lower rms difference from 
observed than the multi-model average, with GISS_er the closest and 
FGOALS the farthest owing to its very wet summers. 
Another facet of 20th century climate that can be evaluated is the trend 
in temperature. For the global average, many models simulate a warming 
rate similar to the 0.6°C increase in global temperature observed in the 
20th century. At the regional scale (Figure 4), the warming rate could be 
dominated by changes in atmospheric circulation rather than greenhouse 
forcing; nonetheless, eight of the models simulate a warming for 1900-
2000 in the Northwest within 0.2°C of the observed warming of 0.8°C 

Figure 3. Mean seasonal cycle for 
each climate model from its 20th 
century simulation, compared with 
the CRU data (black), averaged over 
the PNW.  All 20 models are shown 
in both panels but the legend is 
split between the panels. The black 
dashed line shows the average of 
all the models, which is quite close 
to the observations for temperature 
and a bit too wet for precipitation, 
but with approximately the right 
contrast between wet and dry 
seasons.
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during the same period, calculated using regionally averaged, area-
weighted Historical Climate Network data (Mote 2003, updated). We 
do not perform the same comparison for precipitation since there is no 
evidence that precipitation responded to greenhouse forcing in the 20th 
century, either globally or in the zonal mean at these latitudes (Zhang et 
al. 2007). The time series of regional precipitation is characterized by 
high interannual variability, and the direction of linear trends depend on 
the start and end point, unlike temperature, for which linear trends are 
robustly upward. 
Finally, we examine aspects of 20th century climate that pertain to the 
mesoscale modeling that will be reported elsewhere (Salathé et al. 2009, 
this report). Since the GCMs provide the global context for the regional 
modeling, the GCM fields over the domain of the mesoscale model help 
determine the quality of the mesoscale model simulation; in particular the 
moisture flux into the region provided by the GCM plays a crucial role in 
determining both the amount and the distribution of precipitation by the 
regional model. 
For each model, we mapped the precipitation, sea level pressure (SLP), 
and temperature over roughly the domain for which we ran the mesoscale 
model (results of which will be reported elsewhere). Figure 5 shows the 
maps for one of these models, the CGCM_T47, compared with the NCEP/
NCAR reanalysis. This model was chosen for display because it scores 
the best in comparisons with the reanalysis (Figure 6). In both instances 
we show the annual mean for 1950-99. All models reproduce the basic 
features of each field: the heavy precipitation over the coastal mountains of 
British Columbia, the swath of high precipitation in the lower left corner, 
the Aleutian low and Pacific high pressure features in the top panel, and 
the low temperatures over the mountainous West and the strong gradient 
of sea surface temperature over the eastern Pacific. 
An efficient method of quantitatively comparing fields is the Taylor 
diagram (Taylor 2000). Values are plotted in radial coordinates with 
the radius being the ratio of the modeled area-averaged variance to the 

Figure 4. Trend in each model’s 
annual mean temperature for the 
PNW during the 20th century, and the 
observed trend calculated from the 
USHCN data. Note that the observed 
trend is close to the median trend 
from the models.
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observed area-averaged variance, where the variance is calculated at each 
grid point using 50 years (1950-99) of monthly data. The angle represents 
the spatial correlation between the 50-year mean fields. Figure 6 shows 
the Taylor diagram for all 20 models, evaluated over the domain shown in 
Figure 5. As with global mean fields (Randall et al. 2007), of the three fields 
shown here temperature is best simulated by the models, with a correlation 
typically >0.97. Sea level pressure is next best simulated, followed by 
precipitation, except that for GISS-ER the SLP is worse than any model’s 
precipitation field, owing largely to an Aleutian Low that is much too far to 
the west. In the Taylor diagram, the distance of a point to (1,1) represents 
the rms error, and we can use this distance to rank the models for each field 
and to average the distances to rank the models overall (Fig. 6 lower). Of 
all the models, CGCM-T47 (shown in Fig. 5) ranks the best.

3. Projected Changes in Temperature and Precipitation

Some years ago it was common practice in impacts research to present the 
results of one or two global climate models. With greater opportunities and 
technical abilities for analyzing multiple model simulations, ensembles 
are now the state of the science. Climate model simulations provide 

Figure 5. Annual mean patterns 
from (left column) CGCM-T47 
and (right column) NCEP-NCAR 
reanalysis, for years 1950-99. Top 
row shows sea level pressure in 
hPa, middle row temperature in 
Kelvin (273.16K=0°C=32°F), and 
bottom row precipitation in mm/
day.
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“ensembles of opportunity” (Meehl et al. 2007) whereas what we really 
need are statistical distributions of future changes – e.g., estimates of the 
likelihood of changes in temperature above a certain value by a certain 
date. It is common practice to presume that the distribution of future 
changes is well represented by an ensemble of future climate model 
projections, though massive distributed climate experiments through 
climateprediction.net offer one possible way to characterize statistical 
distributions (e.g., Stainforth et al. 2005) and the authors of this chapter 
are engaged in a project to produce regional climate simulations using the 
climateprediction.net framework. Here, we follow common practice and 
present the range of projected changes from model simulations as well as 
a weighted average. 

The new, weighted average follows the reliability ensemble averaging 
“REA” (Giorgi and Mearns 2002) approach. In this approach, the REA value 

Figure 6. Evaluation of model 
performance over the domain shown in 
Figure 5. Top panel shows the correlation 
(angle) and ratio of variance (radius) 
for each model and each field. The 
root-mean-square difference from the 
observed field is just the distance on the 
diagram. Bottom panel ranks the models 
by mean distance for the three fields. 
Most models simulate temperature fairly 
well, sea level pressure less well, and 
precipitation still less well, but there is a 
wide range in performance especially for 
sea level pressure. The model that scores 
the best overall is shown in the right 
hand panels in Figure 5.
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for each season and decade is calculated by weighting each model’s output 
by its bias and distance from the all-model average. Multi-model averages 
in weather forecasting, seasonal forecasting, and climate simulations often 
come closer to observations than single models (see Figure 3a above), 
and REA may produce better results for the future than an unweighted 
average by giving more weight to models that perform well in simulating 
20th century climate. For details on the REA calculation, see Appendix B. 
The weights assigned to each model for the REA calculations are listed in 
Table 1. In this document, “2020s” denotes the 2010-2039 average, 1980s 
denotes the 1970-1999 average, and likewise for 2040s and 2080s.

3.1. 21st Century Trends in the Annual Mean

The regionally averaged temperature and precipitation for all B1 and A1B 
simulations are shown in Figure 7, along with the REA value for each year. 
To calculate the REA weighting, each model’s projected temperature is 
smoothed by regressing temperature on the logarithm of the atmospheric 
concentration of CO2, an approximation (IPCC 2001) of global radiative 
forcing (see Figure 1). The same is done for precipitation. This approach, 

Figure 7. Smoothed traces in 
temperature (top) and precipitation 
(bottom) for the 20th and 21st 
century model simulations for 
the PNW, relative to the 1970-99 
mean. The heavy smooth curve 
for each scenario is the REA value, 
calculated for each year and then 
smoothed using loess. The top and 
bottom bounds of the shaded area 
are the 5th and 95th percentiles 
of the annual values (in a running 
10-year window) from the ~20 
simulations, smoothed in the same 
manner as the mean value. Mean 
warming rates for the 21st century 
differ substantially between the 
two SRES scenarios after 2020, 
whereas for precipitation the range 
is much wider than the trend and 
there is little difference between 
scenarios.
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which is used only to calculate the annual REA values shown in Figure 
7, highlights the region’s response to the forcing on century timescales, 
masking model interdecadal variability which, while interesting, can 
confound the detection of forced change, especially for precipitation. Note 
how different the evolution of temperature is after about 2050 for the two 
scenarios, owing to the markedly different radiative forcing produced by 
different concentrations of greenhouse gases. By the 2080s the REA value 
of temperature change is almost 3.4°C (6.1°F) for A1B and only 2.5°C 
(4.5°F) for B1. The range just for these two scenarios is 1.5 to 5.8°C (2.8-
9.7°F); other IPCC emissions scenarios would produce more warming by 
2100, but B1 produces the least.

The observed trend in regional mean temperature is statistically significant, 
that is, it exceeds what would be expected from a time series with no trend 
and the same amount of interannual variability (Mote 2003). Likewise, 
the projected future trends, even for the very lowest of the scenarios, is 
substantially greater than observed in the 20th century. 

Model results for changes in precipitation are equivocal (Figure 7). In the 
maps of late-21st century changes in precipitation presented by Christensen 
et al. (2007), nearly all climate models project increases in annual mean 
precipitation in the northern third of North America and nearly all project 
decreases in the southern third, and the PNW lies in the vague area in 
between. Consistent with those maps, the annual mean REA change for 
the PNW is practically zero throughout the 21st century, though individual 
models produce changes of as much as -10% or +20% by the 2080s. It 
should be noted that the REA weighting emphasizes past performance and 

Temperature Precipitation
DJF MAM JJA SON annual DJF MAM JJA SON annual

bccr 0.2 0.3 0.3 0.3 0.2 1.0 1.0 1.0 1.0 0.9
ccsm3 0.3 0.5 1.0 0.4 0.4 1.0 1.0 1.0 1.0 1.0
cgcm3.1_t47 0.2 0.4 0.5 0.5 0.3 1.0 1.0 0.7 1.0 0.4
cgcm3.1_t63 0.1 0.2 0.2 0.2 0.1 1.0 1.0 1.0 1.0 1.0
cnrm_cm3 1.0 0.5 1.0 1.0 0.9 1.0 1.0 1.0 1.0 0.7
csiro_3_5 0.2 1.0 0.2 0.6 0.3 1.0 1.0 1.0 1.0 1.0
echam5 0.2 1.0 0.3 0.4 0.3 0.8 1.0 1.0 1.0 0.9
echo_g 0.6 0.3 0.2 1.0 0.3 1.0 1.0 0.6 0.7 0.5
fgoals1_0_g 0.1 0.2 1.0 0.6 0.2 1.0 1.0 1.0 1.0 1.0
gfdl_cm2_0 0.1 0.3 0.1 0.1 0.1 1.0 1.0 0.7 1.0 0.7
gfdl_cm2_1 0.2 0.3 0.5 0.2 0.2 1.0 1.0 1.0 1.0 1.0
giss_aom 0.8 1.0 0.2 0.4 0.4 1.0 1.0 0.4 0.6 0.3
giss_er 0.5 1.0 0.2 1.0 1.0 0.4 0.6 0.6 0.5 0.2
hadcm 0.3 0.6 0.4 0.3 0.3 1.0 1.0 0.4 0.6 0.4
hadgem1 0.1 0.3 0.6 1.0 0.4 0.4 0.7 0.4 0.5 0.2
inmcm3_0 0.6 1.0 0.3 1.0 1.0 1.0 1.0 0.6 0.9 0.4
ipsl_cm4 1.0 0.8 0.3 0.4 0.4 1.0 1.0 1.0 1.0 0.5
miroc3_2_hi 1.0 1.0 0.4 0.8 1.0 0.5 0.8 0.7 0.9 0.2
miroc_3.2 0.3 0.4 1.0 0.7 0.5 0.5 1.0 1.0 0.8 0.3
pcm1 0.2 0.3 0.3 0.4 0.2 1.0 1.0 0.6 1.0 0.4

Table 1. REA weights (bias factor times distance factor) for the A1B scenario. Seasonal weights are computed separately and do not 
sum to the total. 

CHAPTER 1: Scenarios 31



Figure 8. Scatterplot of change in annually 
averaged PNW temperature and precipitation 
for each of the 20 models and 3 SRES 
scenarios, for the decades indicated. Green 
circles indicate B1, blue crosses A1B, and red 
diamonds A2. Large bold symbols indicate 
the REA value for each scenario and decade. 
Model names label the four extremes for each 
scenario.
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closeness to the multi-model mean, which are no guarantee of responding 
correctly to future greenhouse forcing; but it could also be argued that 
the models with poor performance in simulating observed annual mean or 
seasonal precipitation may have the storm track at the wrong latitude and 
hence respond incorrectly to future greenhouse forcing.
Another way to view the scenarios is to plot the change in temperature on 
one axis and the change in precipitation on another axis (Figure 8). Figure 
8 roughly shows the sensitivity of the models to forcing, with different 
magnitudes of forcing applied by the three SRES scenarios and in different 
quantities for the three decades. The ranking of models is similar for each 
decade and SRES scenario: HadGEM1, MIROC3_ 2_hi, or CCSM3 
tend to be the warmest in each scenario and each decade, IPSL_CM4 or 
BCCR the wettest, and so on. Unlike the situation in the global mean, 
where the precipitation change and temperature change of models tend to 
be correlated, there seems to be no correspondence between temperature 
change and precipitation change in the Pacific Northwest. Differences 
among the scenarios are small in the 2020s but are substantial by the 
2040s. In the coolest scenario, regional temperature rises 0.6°C (1.1°F) by 
the 2020s, 0.9°C (1.5°F) by the 2040s, and 1.6°C (2.8°F) by the 2080s. In 
the warmest scenario, annually averaged warming is roughly a factor of 
three higher than the lowest scenario: 1.9°C (3.3°F) by the 2020s, 2.9°C 
(5.2°F) by the 2040s, and 5.4°C (9.7°F) by the 2080s.

3.2. Seasonality of Changes in Climate

For some applications the changes of climate in a given season may 
be more important than the changes in annual mean. In this section we 
present the changes in climate by season. Figures 9 and 10 show changes 
in temperature and precipitation for the 2020s, 2040s, and 2080s relative 
to the 1980s. For both B1 and A1B, warming is projected to be largest in 
summer. In most seasons B1 has the lowest projected change and A1B the 
highest, but this is not always true in the 2020s when the radiative forcing 
of the two scenarios is very similar. 
On the seasonal scale the most consistent changes in precipitation appear 
in the summertime, with a large majority of models (68-90% depending on 
decade and SRES scenario) projecting decreases and the REA value reaching 
-14% by the 2080s. Some models foresee reductions of as much as 20-40% 
in summer precipitation, though these large percentages only translate to 
3- 6 cm over the season, 3-6% of the all-model annual mean 20th century 
value (102 cm). While small hydrologically in the Northwest, summer 
precipitation and its associated cloudiness nonetheless has an impact on 
evaporative demand and hence, for example, on urban water use (Palmer 
and Hahn 2002) and forest fires (McKenzie et al. 2004). 
In winter, by contrast, a majority (50-80% depending on decade and SRES 
scenario) of models project increases in precipitation. The REA value 
reaches +8% (about 3cm) by the 2080s for the A1B scenario, still small 
relative to interannual variability. And although some of the models predict 
modest reductions in fall or winter precipitation, some predict very large 
increases (up to 42%). Changes of this magnitude would substantially alter 
regional hydrology. 
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Figure 9. Range (lowest to highest) of 
projected changes in temperature for 
each season (DJF=winter, etc.), relative 
to the 1970-99 mean. In each pair of 
box- and-whiskers, the left one is for 
SRES scenario B1 and the right is A1B; 
circles are individual model values. 
Box-and-whiskers plots indicate 10th 
and 90th percentiles (whiskers), 25th 
and 75th percentiles (box ends), and 
median (solid middle bar) for each 
season and scenario. Not all values are 
visible due to symbol overlap. Printed 
values are the weighted Reliability 
Ensemble Average of all GCMs for the 
season and scenario.
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Figure 10. As in Figure 9, but for 
precipitation. The height of the bars 
indicates actual water precipitation 
but the percentages are calculated 
with respect to a reference value 
for that season, so that -11% in JJA 
is much less than -11% in DJF. The 
reference values for the extremes are 
that model’s 20th century mean for 
that season (or annual mean), and for 
the REA average the reference is the 
all-model 20th century value. Unlike 
for temperature, for any season 
some models project increases and 
some project decreases, though the 
vast majority project decreases for 
summer and increases for winter by 
the 2080s
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For some applications one may want to choose a few GCM scenarios to 
represent a “medium” (closest to REA average), “worst case”, and “best 
case”. The worst and best case will depend very much on application, and 
certain seasons may matter most. For example, the worst case scenario 
might be the one with the largest winter or spring warming and small or 
negative change in winter precipitation: for 2040s, MIROC 3.2 A1B has 
2.8°C (5.0°F) spring warming, only 3% increase in spring precipitation and 
no change in winter precipitation. The best case may be BCCR-B1 with a 
17% increase in winter precipitation, 8% increase in spring precipitation, 
and warming of only 0.9°C (1.6°F) in winter and 0.5°C (0.9°F) in spring. 
Another dimension of impacts centers on how warm-dry summers are: the 
mean is +2.1°C (3.8°F) and -12% for A1B, worst-case +4.4°C (7.9°F) and 
-30% in HadCM, and best-case +0.85°C (1.5°F) and +7% for PCM1 B1.

Figure 11. Simulated annual cycle of sea 
surface temperature (SST) averaged over 
1970-99 for all available models. Grey 
shading represents ±1 standard deviation 
of the multimodel ensemble about the 
1970-99 mean, shown as a solid black 
line, and the three curves above the grey 
shaded area show the means for 2030-
2059 for the three scenarios. Though 
small, the 1.2°C warming is substantially 
outside the 20th century variability.

Figure 12. As in Fig. 11 but for along-
shore wind stress, which changes very 
little in the future scenarios.
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4. Changes in Coastal Water Properties

Coastal sea surface temperature (SST) helps determine the biological and 
physical conditions of the marine environment and the estuaries of the 
Northwest. Each of the 20 models examined here has a detailed ocean 
model with higher spatial resolution than the atmosphere model, and 
simulates SST. Owing however to the still relatively coarse resolution of 
the ocean model and the complexity of nearshore circulations, simulated 
coastal SST and especially its seasonal cycle may bear little resemblance to 
observed SST. Figure 11 shows the mean annual cycle for the 1970-99 and 
2030-59 periods for coastal grid points between 46° and 49°N. Modeled 
change in SST is about 1.2°C (2.2°F), somewhat less than for the PNW 
land areas (2.0°C, 3.6°F) but a significant change relative to the small 
interannual variability of the ocean. 
Along the west coast of each continent, summertime equatorward winds 
pull water offshore and water must upwell from depth to replace it. This 
nutrient-rich water serves as the basis for very high biological productivity. 
Our earlier analysis of two climate models (Mote and Mantua 2002) 
indicated little change in coastal upwelling in any of the major regions of 
upwelling. For the 20 models used in this study, the mean change is also 
quite small (Figure 12). 
Another important aspect of change in the coastal ocean is local sea level 
rise (SLR), which is produced by the combined effects of global sea level 
rise and local factors such as vertical land deformation (e.g., tectonic 
movement, isostatic rebound) and seasonal ocean elevation changes due to 
atmospheric circulation effects. We previously (Mote et al. 2008) reviewed 
available projections of these factors for the coastal waters of Washington 
and provided low, medium, and high estimates of local SLR for 2050 and 
2100. These are summarized here.
The Fourth Assessment Report of the IPCC projects global SLR over the 
course of this century to be between 18 and 38 cm (7-15”) for their lowest 
(B1) emissions scenario, and between 26 and 59 cm (10-23”) for their 
highest emissions scenario. Based on the current science, our “medium” 
estimate of 21st century SLR in Washington is that in Puget Sound, local 
SLR will closely match global SLR. On the northwest Olympic Peninsula, 
very little relative SLR will be apparent due to rates of local tectonic uplift 
that currently exceed projected rates of global SLR. On the central and 
southern Washington coast, the number of continuous monitoring sites 
with sufficiently long data records is small, adding to the uncertainty of 
SLR estimates for this region. Available data points suggest, however, that 
uplift is occurring in this region, but at rates lower than that observed on 
the NW Olympic Peninsula.
The application of SLR estimates in decision making will depend 
on location, time frame, and risk tolerance. For decisions with long 
timelines and low risk tolerance, such as coastal development and public 
infrastructure, users should consider low-probability high-impact estimates 
that take into account, among other things, the potential for higher rates 
of SLR driven by recent observations of rapid ice loss in Greenland and 
Antarctica, which though observed were not factored into the IPCC’s 
latest global SLR estimates. Combining the IPCC high emissions scenario 
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with 1) higher estimates of ice loss from Greenland and Antarctica, 2) 
seasonal changes in atmospheric circulation in the Pacific, and 3) vertical 
land deformation, a low-probability high-impact estimate of local SLR 
for the Puget Sound Basin is 55 cm (22”) by 2050 and 128 cm (50”) by 
2100. Low-probability, high impact estimates are smaller for the central 
and southern Washington coast (45 cm [18”] by 2050 and 108 cm [43”] 
by 2100), and even lower for the NW Olympic Peninsula (35 cm [14”] by 
2050 and 88 cm [35”] by 2100) due to tectonic uplift.

5. Downscaling Methods

Two approaches are commonly used to map coarse-scale climate model 
output to finer-scale local detail: statistical downscaling and regional 
modeling. Statistical downscaling methods use the empirical relationship 
between an observed climatology, say precipitation, at the higher 
resolution and coarse-scale model fields, like the altitude of the 700 hPa 
pressure level, from global climate models. The empirical relationship 
is derived using the observations as predictand and a simulation from a 
global climate model for the observed period, and may use a number of 
modeled fields as predictors in the empirical relationship. For example, 
often atmospheric circulation and moisture variables are used to downscale 
regional precipitation. 
For this project, we applied statistical downscaling based on 1/16-degree 
gridded historic observed temperature and precipitation (Elsner et al. 2009, 
this report) using two methods. The first is a simple “delta method” where 
the observed daily temperature and precipitation from the period 1970-
1999 are perturbed to produce fine-scale projections of the future (e.g. 
Loáiciga 2000; Lettenmaier and Gan 1990), by computing monthly mean 
changes in average PNW temperature and percent change in precipitation 
for the 2020s, 2040s, and 2080s. We then apply these perturbations, or 
deltas, to the 1/16-degree historic data to form future climate change 
scenarios. At each grid point, the regional temperature delta is added to 
the observed daily maximum and minimum temperatures and the regional 
precipitation delta is multiplied by the daily precipitation. In this way, 
we produce 30-year daily temperature and precipitation sequences and 
spatial patterns that are physically consistent but modified by different 
scenarios of climate change for each future time period and each global 
climate model. This method has the advantage of preserving the observed 
sequence of weather and natural climate variability, which allows easy 
comparison to the past. However, if anthropogenic influence on climate 
includes a change in higher statistical moments – variance, skewness – this 
method will miss such changes.
The second and more sophisticated statistical downscaling method is based 
on methods described by Wood et al. (2002), Widmann et al. (2003), and 
Salathé (2005). This approach preserves the observed statistical properties 
of temperature and precipitation during the 20th century while allowing 
these to change in future projections. As in Wood et al., the monthly-mean 
global climate model data are bias-corrected. The bias-corrected climate 
model is then downscaled to 1/16-degree grid spacing. For precipitation, 
the “dynamical scaling” method presented in Widmann et al. (2003) is 
used. This method accounts for the effects of both large-scale precipitation 
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processes and changes in atmospheric circulation on the local precipitation. 
For temperature, a simple spatial disaggregation is applied (Wood et al. 
2002). Finally, the monthly mean data are disaggregated to daily time 
steps using the method described in Salathé (2005).
The important differences between the transient statistical downscaling 
and delta method are 1) the trends in the climate projection are preserved 
and 2) modes of climate variability and shifts in climate variability in 
the global model are preserved in the transient downscaling. In some 
applications, for example in water resource planning, these issues are not 
important and make the interpretation of results more difficult (Salathé et 
al. 2007). In other applications, for example in modeling ecologic systems, 
climate trends and variability are important to consider.
Regional climate models are another tool for downscaling and provide a 
physically-based representation of the interactions between the large-scale 
atmospheric features simulated by global models and the fine-scale regional 
features such as terrain, land-use, and water bodies. These interactions can 
produce local rates of change of temperature and precipitation that are 
quite different from those simulated by global climate models (Salathé 
et al. 2008). Salathé et al (2009) present results from a regional climate 
model applied to downscale two global climate models. 
The relative merits of downscaling methods for the Pacific Northwest are 
discussed in Salathé et al. (2007). Statistical downscaling has an important 
advantage over a regional model in that it is computationally efficient and 
allows the consideration of a large set of climate scenarios. Over the next 
50 years, projections differ much more among various models than among 
emissions scenarios. Therefore, to fully account for this uncertainty, a 
multi-model ensemble is the most appropriate approach and statistical 
downscaling is well suited to many applications that require projections 
only of temperature and precipitation. Statistical methods can also tune 
the statistical properties of climate simulations, eliminating biases and 
adjusting the variance, to better match observed statistics. Regional climate 
models, however, can better represent the local responses to climate 
change, which may be critical to applications in regions of complex terrain 
and land-water contrasts. Regional simulations also open up a broad range 
of impacts applications that are not suited to statistical downscaling, such 
as air quality modeling (Avise et al. 2006).

6. Discussion and Conclusions

Most GCMs reproduce key features of observed PNW climate including 
the sharp contrast between wet winters and dry summers, the 20th century 
warming of about 0.8°C, and the mean atmospheric circulation over the 
North Pacific. These successes provide some confidence in their projected 
changes in future climate. For the SRES scenarios examined here, all 
models produce annual mean warming of at least 0.1°C per decade with 
some prospect of stabilizing climate by 2100 in the B1 scenario. For the 
A1B scenario the warming by the 2080s could be as high as 5.7°C (9.7°F) 
according to one model.  Even the mean warming rate of 0.3°C (0.5°F) per 
decade could produce profound changes in the hydrology and environment 
of the Northwest, as discussed in later chapters.
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Annual mean precipitation changes little when averaged over all the models, 
but individual models produce substantially wetter or drier futures. For all 
of the 30-year means considered here, a majority of models produce wetter 
winters and drier summers, though the average shifts are small and not 
statistically significant.
Changes in the coastal zone include large projected warming relative to 
20th century variability but little change in coastal along-shore wind stress 
and coastal upwelling. 
Other important aspects of climate change are more suitable for 
investigation by regional models, which can better resolve daily-scale as 
well as fine spatial-scale variability. Leung et al. (2004) using a regional 
model forced by an earlier version of the PCM found reductions (not 
significant) in precipitation west of the Cascades, especially in winter, but 
increases throughout the PNW in extreme daily precipitation. Salathé et 
al. (2009, this report) provide additional analysis of changes at smaller 
scales.
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Appendices
Appendix A

In a few instances the data available from Run 1 appeared not to be 
complete (e.g., missing variable or decade) so we used Run 2. The models 
for which this occurred were CCSM3 A2 and B1, and PCM1 B1.

Appendix B

Reliability ensemble averaging (REA) uses a bias factor and a distance 
factor to weight each model’s output. Each factor is calculated by averaging 
quantities over the Pacific Northwest, for each season and for the annual 
mean, following these steps.

Compute the difference δ between the model mean and CRU mean, 1.	
for the 1970-99 period.
Calculate the tolerance factor ε to allow for variability of 30-year 2.	
means relative to the century timescale. First, using regionally 
averaged CRU data for 1901-2000, detrend (subtract the linear 
fit from) the 20th century time series, then calculate the standard 
deviation ε of the running 30-year mean. The tolerance factor is 
used in computing both the bias factor and the distance factor.
Calculate the bias factor. For models with a δ less than ε, the bias 3.	
factor is 1; if δ is greater than ε, the bias factor is reduced to ε/δ.
Looking now at 214.	 st century simulations, regress the quantity in 
question (e.g., annual mean temperature) on the log of CO2 (see 
Figure 1). For purposes of calculating the distance factor, take the 
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value of the resulting fit at year 2045 minus the value at year 2000, 
di, for model i. This is the only step in which we depart from the 
method of Giorgi and Mearns, and we do so in order that each 
model has a single weighting factor for each of the time periods 
considered (2020s, 2040s, 2080s).
Calculate the all-model mean value d of the individual model 5.	
distances di. Then weight each model di by its distance from the 
mean d and recompute the all-model mean d. Only one or two 
iterations is needed to converge.
Calculate the distance factor in the same manner as the bias factor: 6.	
for di less than ε, the distance factor is 1; for di greater than ε, the 
distance factor is ε/di.
For each season, decade, scenario, and variable, compute an REA 7.	
value by summing over all available models the product of the 
model’s projected change, its bias factor, and its distance factor.
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Regional Climate Model Projections for the State of Washington
Eric P Salathé Jr1, L Ruby Leung2, Yun Qian2, and Yongxin Zhang1

Abstract

Global climate models do not have sufficient spatial resolution to represent the atmospheric and land surface 
processes that determine the unique regional heterogeneity of the climate of the State of Washington. If 
future large-scale weather patterns interact differently with the local terrain and coastlines than current 

weather patterns, local changes in temperature and precipitation could be quite different from the coarse-scale 
changes projected by global models. Regional climate models explicitly simulate the interactions between the 
large-scale weather patterns simulated by a global model and the local terrain. We have performed two 100-year 
climate simulations using the Weather and Research Forecasting (WRF) model developed at the National Center 
for Atmospheric Research (NCAR). One simulation is forced by the NCAR Community Climate System Model 
version 3 (CCSM3) and the second is forced by a simulation of the Max Plank Institute, Hamburg, global model 
(ECHAM5). The mesoscale simulations produce regional changes in snow cover, cloudiness, and circulation 
patterns associated with interactions between the large-scale climate change and the regional topography and land-
water contrasts. These changes substantially alter the temperature and precipitation trends over the region relative to 
the global model result or statistical downscaling. To illustrate this effect, we analyze the changes from the current 
climate (1970-1999) to the mid 21st century (2030-2059). Changes in seasonal-mean temperature, precipitation, and 
snowpack are presented. Several climatological indices of extreme daily weather are also presented: precipitation 
intensity, fraction of precipitation occurring in extreme daily events, heat wave frequency, growing season length, 
and frequency of warm nights. Despite somewhat different changes in seasonal precipitation and temperature from 
the two regional simulations, consistent results for changes in snowpack and extreme precipitation are found in both 
simulations.

1JISAO Climate Impacts Group, University of Washington, Seattle, Washington
2Atmospheric Science and Global Change Division, Pacific Northwest National Laboratory, Richland, Washington
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1. Introduction

The climate of the State of Washington is exceptional in its range of 
variability. Geographical climate zones range from temperate coastal 
rain forests to glaciated mountain ranges to arid scrublands. Temporally, 
the state experiences a large range in precipitation over the annual cycle 
and significant year-to-year variability associated with the El Niño-
Southern Oscillation and modulated by the Pacific Decadal Oscillation. 
The region is characterized by its complex terrain, coastlines, varied 
ecological landscapes, and land use patterns. These features interact at all 
spatial and temporal scales with weather systems from the North Pacific 
and continental interior to establish the regional climate of the state. To 
understand how climate change will affect the state, we must understand 
how these interactions modulate the large-scale global climate change 
patterns simulated by global climate models. 
Global climate models do not account for the atmospheric processes 
that determine the unique spatially heterogeneous climatic features of 
Washington. Elsewhere in this report (Elsner et al., 2009, this report), 
climate datasets with high spatial resolution (on a 6km grid) are produced 
using a combination of global climate simulations and gridded observations 
by way of statistical downscaling methods (Mote et al., 2009, this report). 
Statistical methods have been successfully employed in the Pacific Northwest 
(Salathé, 2003, 2005; Widmann et al., 2003; Wood et al., 2004) and other 
regions (Giorgi et al., 1999). Statistical downscaling is based on fine-scale 
data derived using assumptions about how temperature and precipitation 
vary over complex terrain in order to interpolate the sparse station network 
(about 50-km spacing) to a 6-km grid. Information simulated by the coarse-
resolution global models (with output on a 100-to-300 km grid) is then 
used to project the future climate. This approach represents the mean 
climate and local regimes quite well but does not take into account how the 
terrain influences individual weather systems. Mesoscale process involving 
land and water surface characteristics, such as orographic precipitation, 
convergence zones, snow-albedo feedbacks, and cold air drainage, are 
likely to respond to the changing large-scale climate (see, for example, 
Leung et al., 2004 and Salathé et al., 2008). Since mesoscale processes 
are not explicitly represented in global models and statistical downscaling, 
their role in determining regional climate change is not fully accounted for 
with these methods. The motivation for applying regional climate models, 
therefore, is to simulate these processes and to understand their role in 
regional climate change. In the typical regional climate modeling design, 
as used here, mesoscale processes do not feedback onto the global climate 
simulation, and large-scale features that depend on these feedbacks cannot 
be properly represented. However, many important feedbacks operate at 
the local scale, such as snow-albedo feedback, and these can substantially 
modify the regional climate projection. 
A regional climate model is similar to a global climate model in that it 
simulates the physical processes in the climate system. Regional climate 
models cover a limited area of the globe and are run at much finer spatial 
resolution – 1-50 km grid spacing as opposed to 100-300 km grid spacing 
in a global model – thus they can simulate the interactions between large-
scale weather patterns and the local terrain. Global model output data are 
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used to force the regional model at its boundaries and the regional model 
downscales the global model by producing fine-scale weather patterns 
consistent with the coarse-resolution features in the global model. The 
disadvantages of a regional climate model are that it is computationally 
expensive and cannot explicitly remove systematic differences (biases) 
between the global model and observations as statistical methods can. 
Thus, for many applications, some bias correction must be applied to the 
results, to remove the combined biases of the global and regional model. 
This approach is used in Rosenberg et al (2009, this report) using data from 
the WRF simulations presented here.
In this paper we report results from two 100-year simulations with a regional 
climate model using two different global models to provide forcing at 
the boundaries. Both regional simulations use the Weather Research and 
Forecasting (WRF) model developed at the National Center for Atmospheric 
Research (NCAR). This model includes advanced representations of 
cloud microphysics and land-surface dynamics to simulate the complex 
interactions between atmospheric processes like precipitation and land 
surface characteristics such as snow cover and soil moisture.  One simulation 
is forced by the NCAR Community Climate System Model version 3 
(CCSM3) and will be referred to as CCSM3-WRF and the second is 
forced by a simulation of the Max Plank Institute, Hamburg, global model 
(ECHAM5), referred to as ECHAM5-WRF. The WRF model configuration 
is very similar for both simulations, with modifications described below. 
The ECHAM5-WRF simulation was performed on a 36-km grid while the 
CCSM3-WRF simulation was on a 20-km grid. Thus, differences between 
the two simulations are primarily attributable to the forcing models and the 
grid spacing used. The ECHAM5-WRF grid encompasses the continental 
US while the CCSM3-WRF grid covers the western US. Here we analyze 
results only for the Pacific Northwest. We base our analysis on differences in 
the regional simulations for the present climate, defined as the 30-year period 
1970 to 1999, and the mid 21st century, the 30-year period 2030-2059. 
High spatial resolution in the regional model is critical to simulating 
mesoscale processes and adding value over the global model. For example, 
Leung and Qian (2003) showed substantial improvement in simulating 
precipitation and snowpack for the Pacific Northwest when reducing the 
grid spacing in a regional model. The 20-km grid CCSM3-WRF and 36-km 
ECHAM5-WRF grid spacing is sufficient to resolve the major mountain 
ranges and coastlines of the Pacific Northwest that are important to the 
climate of Washington.

2. Model Configuration
2.1. Forcing Models

The two models used to force the regional climate model (CCSM3 and 
ECHAM5) are compared with a set of 19 global models in Mote and Salathé 
(2009, this report), who show that both models provide realistic simulations 
of the 20th century climate. Compared to the multi-model average for the 
Pacific Northwest (Table 1), ECHAM5 projects a low temperature increase 
and a high precipitation increase while CCSM3 projects a relatively warmer 
and drier future.
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The atmospheric component of ECHAM5/MPI-OM is the fifth-generation 
general circulation model developed at the European Centre for Medium-
Range Weather Forecasts and the Max Planck Institute for Meteorology 
(Roeckner et al., 1999; Roeckner et al., 2003), and the ocean component is 
the Max Planck Institute Ocean Model (MPI-OM) (Marsland et al., 2003). 
Here we will refer to the coupled model simply at ECHAM5. For the 
present climate (1970-1999), we used an ECHAM5 simulation of the 20th 
century with historical forcing; for the 21st century, we used a simulation 
with the Special Report on Emissions Scenarios (SRES) A1B emissions 
scenario (Nakicenovic  et al., 2000). ECHAM5 was run at T63 spectral 
resolution, which corresponds to a horizontal grid spacing of approximately 
140x210 km at mid-latitudes, and 32 levels in the vertical. Model output at 
6-hourly intervals was obtained from the CERA WWW Gateway at <http://
cera-www.dkrz.de/CERA/index.html>; the data are managed by World 
Data Center for Climate <http://www.mad.zmaw.de/wdcc/>. 
The NCAR Community Climate System Model Version 3 (CCSM3) consists 
of the Community Atmospheric Model (CAM), the Parallel Ocean Program 
(POP), the Community Land Model (CLM), and the Community Sea Ice 
Model (CSIM) coupled through a flux coupler to simulate the atmosphere, 
ocean, cryosphere, and land processes, and their interactions (Collins et al., 
2006). The atmospheric model (CAM) that provides boundary conditions 
to CCSM3-WRF was run at a horizontal grid resolution of T85, which 
corresponds roughly to a grid spacing of 150 km in the mid-latitudes, with 
26 vertical levels. For the present climate (1970-1999), CCSM3-WRF was 
forced with one of the 10 ensemble CCSM3 simulations of the 20th century 
with historical radiative forcing. For the future climate, we used one of 
five ensemble simulations prepared for the IPCC AR4 using the SRES 
A2 emission scenario. Model output at 6-hour intervals is available from 
the NCAR mass storage, the Program for Climate Model Diagnostic and 
Intercomparison (PCMDI) AR4 global simulation archives (http://www-
pcmdi.llnl.gov/), and the Earth System Grid (ESG). 
Since CCSM3 was run for an ensemble of simulations, we can compare 
the simulation used here to the full ensemble. Differences among ensemble 
members reflect the inherent variability in the simulated climate given the 
same radiative forcing, and each simulation can be taken as an equally likely 
projection of the climate. Of the parameters discussed here, precipitation 
shows by far the greatest variation across the ensemble, consistent with 
the large observed natural variability in regional precipitation. While 
precipitation from the global model is not used in forcing the regional 
model, the winds and moisture fields are used, and this ensures an overall 
compatibility of the global and regional precipitation simulation. The 

Change ECHAM5 CCSM3 19-model avg

Temperature (B1) 1.25°C 2.10°C 1.68°C

Temperature (A1B) 1.58°C 2.41°C 2.24°C

Precipitation (B1) 5.9% -4.0% 2.0%

Precipitation (A1B) 3.0% -3.2% 1.9%

Table 1. Pacific Northwest annual mean changes in temperature and precipitation from 
1970-1999 to 2030-2059 for ECHAM5 and CCSM3 compared to a 19-model average.
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ensemble member used for this study differs from the ensemble mean most 
significantly in November precipitation over the Pacific Northwest. The 
CCSM3 SRES A2 ensemble mean shows a modest increase in autumn 
and spring precipitation with decreases in the winter and summer, which 
is generally consistent with the multi-model ensemble mean discussed in 
Mote and Salathé (2009, this report). For the ensemble member used to 
force WRF, the 1970-1999 November mean Pacific Northwest precipitation 
is the lowest and the 2030-2059 mean is the highest in the ensemble. Thus, 
the change in November precipitation is high compared to the ensemble 
mean. In the results below, we find that this increase in precipitation has a 
marked influence on the simulated regional climate change; these results 
must be interpreted as the combined influence of systematic climate change 
and internal climate variability.

2.2. Regional Model

The WRF model is a state-of-the-art mesoscale numerical weather 
prediction system designed to serve both operational forecasting and 
atmospheric research needs (http://www.wrf-model.org). This model has 
been developed and used extensively in recent years for regional climate 
simulation (Leung et al., 2006). WRF is a non-hydrostatic model with 
multiple choices for physical parameterizations suitable for applications 
across scales ranging from meters to thousands of kilometers. The physics 
package includes microphysics, convective parameterization, planetary 
boundary layer (PBL), land surface models (LSM), and longwave and 
shortwave radiation
In this work, the microphysics and convective parameterizations used were 
the WRF Single-Moment 5-class (WSM5) scheme (Hong et al., 2004) and 
the Kain-Fritsch scheme (Kain et al., 1993). The WSM5 microphysics 
explicitly simulates water vapor, cloud water, rain, cloud ice, and snow. 
The Kain-Fritsch convective parameterization utilizes a simple cloud model 
with moist updrafts and downdrafts that includes the effects of detrainment 
and entrainment. The land-surface model used was the NOAH (National 
Centers for Environmental Prediction - NCEP, Oregon State University, 
Air Force, and Hydrologic Research Lab) LSM (Chen et al., 2001). This 
is a 4-layer soil temperature and moisture model with canopy moisture 
and snow cover prediction. It includes root zone, evapotranspiration, soil 
drainage, and runoff, taking into account vegetation categories, monthly 
vegetation fraction, and soil texture. A modification is included so that soil 
temperatures vary at the lower boundary of the soil column (8-m depth) in 
accordance with the evolving climatological surface temperature. The PBL 
parameterization used was the YSU (Yonsei University) scheme (Hong et 
al., 1996). This scheme includes counter-gradient terms to represent heat 
and moisture fluxes due to both local and non-local gradients. Atmospheric 
shortwave and longwave radiation were computed by the NCAR CAM 
(Community Atmospheric Model) shortwave scheme and longwave scheme 
(Collins et al., 2004).
There are minor differences in the WRF model configurations used at 
Pacific Northwest National Laboratory for the CCSM3-WRF and used 
at the University of Washington for the ECHAM5-WRF simulations. 
First, the CCSM3-WRF simulation used the SRES A2 scenario while 
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ECHAM5-WRF used the SRES A1B emissions scenario. The effect of 
these different emissions scenarios on the simulated climate is insignificant 
since the two emissions scenarios do not begin to diverge until the mid 21st 
century. Secondly, the ECHAM5-WRF simulation follows the methods of 
the MM5-based mesoscale climate modeling described in Salathé et al. 
(2008): Nested grids and interior nudging are used to match the WRF 
simulation to the global model. The CCSM3-WRF uses a single model 
domain with a wider buffer zone for the lateral boundaries to increase the 
constraints from the global climate simulation. The relaxation coefficients 
of the nudging boundary conditions follow a linear-exponential function to 
smoothly blend the large-scale circulation from the global simulation and 
the regional simulation. As seen below, both simulations closely follow the 
forcing model, so both nudging and the extended buffer zone are successful 
methods of constraining the regional simulation. 

3. Model Evaluation

To establish whether the regional climate simulations can reproduce the 
observed climate of the Pacific Northwest, we compared the two simulations 
for the winter (December-January-February, DJF) and summer (June-July-
August, JJA) to gridded observations averaged for the period 1970-1999, in 
a similar manner to Leung et al. (2003). The gridded data consist of station 
observations interpolated to a 1/16-degree grid using an empirical model for 
the effects of terrain on temperature and precipitation (Daly, 2004; Elsner et 
al., 2009, this report). Since the CCSM3 and ECHAM5 simulations are from 
free-running climate models, the observed temporal sequence (i.e. at daily 
to interannual time scales) is not reproduced. However, for averages over 
a period of 30 years, most natural and internal model variability should be 
removed and we expect any differences among the simulations and gridded 
observations to be the result of model deficiencies and, to some degree, 
differences in grid resolutions. It is important to note that a regional model 
does not explicitly remove any bias in the forcing model, except where 
such bias is due to unresolved processes, and may introduce additional 
biases. This comparison, therefore, evaluates both the regional model and 
the global forcing model. Some uncertainty in the evaluation is introduced 
in using gridded observations as opposed to station observations since the 
gridding procedure interpolates between the sparse station network based 
on a simple terrain model for temperature and precipitation. An alternative 
method for evaluation of the WRF regional climate simulation, based 
on station observations, may be found in Zhang et al. (2009), who use a 
WRF simulation forced by an atmospheric reanalysis in order to isolate 
deficiencies in the mesoscale model from errors in the forcing model. 
That study found that Tmax and Tmin simulated by WRF compare well 
with the station observations. Warm biases of Tmax are noted in WRF 
simulations between February and June with cold biases during the rest of 
the year. Warm biases of Tmin prevail in throughout the year. The temporal 
correlation between the simulated and observed daily precipitation is low; 
however, the correlation increases steadily for longer averaging times, 
showing good representation of seasonal and interannual variability. 
Figure 1 shows the winter (DJF) and summer (JJA) temperature simulated by 
CCSM3-WRF (left) and ECHAM5-WRF (middle) simulation in comparison 
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Figure 1. 1970-1999 seasonal mean temperature (°C) for DJF (top row) and JJA (middle row) from CCSM3-WRF (column 1), ECHAM5-
WRF (column 2) and gridded observations (column 3). Bottom row: observed temperature and simulated temperature from both 
regional models and global forcing models along a West-East transect of the State of Washington at 47.8°N latitude. Terrain height 
is indicated by the thick gray line.

51CHAPTER 2: Regional Climate Models



to the gridded observations (right). The bottom two panels show simulated 
and observed temperature and the ECHAM5-WRF terrain along a transect 
of Washington at 47.8°N; observed precipitation has been averaged over 
a latitude band to reflect the model resolution. Overall, the temperature is 
well represented in the simulations: the influence of the major geographical 
features is captured, and the seasonal cycle is reproduced. Both models 
exhibit a substantial cold bias relative to the gridded observations. In DJF, 
this bias is evident over the Cascade crest and Southeast Washington. Any 
bias in the global forcing models is inherited by the WRF simulation, so 
this comparison depends on combined deficiencies in the forcing model 
and regional model.
Figure 2 shows the corresponding results for simulated and observed 1970-
1999 precipitation. Again, the overall magnitude of precipitation and its 
geographical distribution are well characterized by the simulations for both 
seasons. Both models are unable to resolve the large precipitation peak over 
the Olympics, but do represent the maximum over the Cascades. The finer 
grid spacing in the CCSM3-WRF simulation reproduces the intensity along 
the crests of the Cascades and Olympics better than the ECHAM5-WRF 
simulation although precipitation is over estimated in the southern Cascades 
of Oregon. Both models also do well in producing the peak precipitation on 
the windward slopes of the Cascade Range with a rapid drop in the lee. The 
CCSM3-WRF result produces comparable peaks for each range while the 
ECHAM5-WRF simulation produces a somewhat smaller maximum over the 
Olympics due to its coarser grid spacing. As shown in Leung and Qian (2003), 
as model resolution improves, the maximum over the Olympics becomes 
larger than that over the Cascades, in accordance with observations. 
Figure 3, top panels, shows the 1970-1999 average April 1 snowpack from 
the two regional models expressed as millimeters of snow-water equivalent 
(SWE). The SWE follow the spatial pattern of the precipitation, with the 
CCSM3-WRF (left) clearly showing more tightly localized and higher 
SWE values than the ECHAM5-WRF (right) simulation. For comparison, 
we include two baseline snow climatologies. Figure 3, bottom left, shows 
the 1970-1999 average April 1 SWE computed from the VIC hydrologic 
model (McGuire et al, 2009, this report) using the temperature and 
precipitation shown in Figures 1 and 2. Figure 3, bottom right, shows April 
average snow water equivalent for the period 1979-1996 from a product 
employed operationally at the Canadian Meteorological Centre (CMC). 
This 0.25-degree gridded dataset combines in situ daily observations from 
~8,000 U.S. cooperative stations and Canadian climate stations and first-
guess fields with an optimum interpolation scheme developed by Brown 
et al. (2003). Only the monthly-means are available for the CMC data; 
the April average from the WRF simulations is qualitatively similar to the 
April 1 field, so we use this for comparison. While the geographical extent 
of snow cover is well represented in the WRF simulations, there is clearly 
an underestimate at mid elevations. This deficiency is consistent with the 
coarse topographic resolution in the regional models, and the CCSM3-
WRF simulation, which has finer grid spacing, does somewhat better than 
the ECHAM5-WRF simulation. The CMC data also compares better to 
the WRF simulations than the VIC simulation, consistent with the similar 
spatial resolution of the models and this gridded data product.

52 CHAPTER 2: Regional Climate Models



Figure 2. 1970-1999 seasonal mean precipitation (mm/day) for DJF (top row) and JJA (middle row) from CCSM3-WRF (column 1), 
ECHAM5-WRF (column 2) and gridded observations (column 3). Bottom row: Observed precipitation and simulated precipitation 
from both regional models and global forcing models along a West-East transect of the State of Washington at 47.8°N latitude. 
Terrain height is indicated by the thick gray line.
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4. Seasonal Patterns of Climate Change for 2030-2059
4.1. Precipitation

Precipitation changes in the regional simulations for 2030-2059 include a 
pronounced seasonality and considerable variation across the region (Figure 
4). Both CCSM3-WRF and ECHAM5-WRF produce substantial decreases 
in DJF precipitation over the Cascade Range and Olympic Mountains 
and modest increases east of the Cascades. The two simulations produce 
opposite responses in spring (MAM), with ECHAM5-WRF producing 
increased precipitation and CCSM3-WRF a substantial decrease; in 
both cases the change is of the same sign across Washington, with larger 
magnitudes over the mountain ranges. For summer, the ECHAM5-WRF 
simulation shows very little change in rainfall while the CCSM3-WRF 
shows substantial decreases along the mountain ranges. For autumn, both 
models predict substantial increases in precipitation over the mountain 
ranges. As we show below, the increases in autumn precipitation result in 
more intense daily precipitation events.
When compared with the precipitation pattern simulated by the global 
models, the regional model results are generally consistent with the forcing 
model. This similarity is due to the dominant role that large-scale storms 
and moisture flux plays in controlling regionally averaged precipitation. The 
regional model maintains the large-scale weather systems from the forcing 

Figure 3. 1970-1999 simulated 
April 1 snow water equivalent 
(mm) from CCSM3-WRF (top left), 
ECHAM5-WRF (top right), the 
VIC model forced by the gridded 
observations in Figs 1 and 2 
(bottom left). 1979-1997 average 
April SWE from the Canadian 
Meteorological Centre snow 
analysis (bottom right).
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Figure 4. Change in precipitation (mm/month) from 1970-1999 to 2030-2059 for CCSM3-WRF (top row) and ECHAM5-WRF 
(bottom row) for the four seasons.

Figure 5. As for Fig. 4 except for the CCSM3 (top) and ECHAM5 (bottom) global forcing models.
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model and simulates fine scale features that derive from interactions 
with the land surface and mesoscale weather processes. These mesoscale 
processes yield important differences in the magnitude and distribution 
of the precipitation changes around the regional topography, which are 
seen by comparing the global climate model changes (Fig. 5) to the 
regional model changes (Fig. 4). In general, the precipitation changes in 
the regional model follow the sign of the changes in the global model but 
with intensification over complex terrain. Thus, the modest reduction in 
DJF precipitation in western Washington in both CCSM3 and ECHAM5 
is considerably amplified in the Cascade Range and Olympics. Likewise, 
increases in SON precipitation in both models and in MAM precipitation 
in ECHAM5 are amplified along the windward sides of the terrain in the 
regional simulations. 
In some cases, the regional model produces precipitation changes of 
the opposite sign from the forcing model. For example, for DJF, both 
ECHAM5 and CCSM3 show decreases in precipitation over nearly the 
entire domain, including eastern Washington. However, both regional 
models, and especially CCSM3-WRF, show an increase in precipitation 
for eastern Washington. This difference in sign between anomalies east 
and west of the Cascade Range is also seen in natural climate variability 
associated with El Niño-Southern Oscillation (ENSO) (Leung et al., 
2003). The circulation patterns that generate a decrease in precipitation 
over the Cascades generally reduce the intensity of the rainshadow, 
allowing more moisture transport to eastern Washington and consequently 
more precipitation. For DJF, both simulations produce strong reductions 
in precipitation throughout the west of the domain despite negligible 
precipitation changes in the forcing models. This suggests that, while the 
large-scale moisture flux may increase in a warmer climate, the changes 
in the circulation patterns are not favorable to orographic precipitation. 
To illustrate the importance of the topography on regional precipitation 
under climate change, we examine a transect across Washington along the 
latitude 47.8°N, which crosses both the Olympics and North Cascades. 
Figure 6 shows the percentage change in precipitation for each of the 
four seasons and the ECHAM5-WRF topography. The fractional change 
in precipitation in the regional models varies considerably around the 
topography in the climate change projections. Using the percentage 
change removes the large background variation in precipitation along 
the transect and more clearly shows the climate change signal. For 
DJF (Fig. 6, top left), both simulations show the largest reductions in 
precipitation on the windward sides of the Olympics and Cascades. The 
changes become sharply positive in both cases immediately in the lee of 
the Cascades. For MAM (Fig. 6, top right), the two simulations are quite 
different. The ECHAM5-WRF simulation shows substantial increases 
on the windward slopes but also in the lee of the Cascades. It is likely 
that different synoptic conditions are responsible for the changes across 
the transect, but that an overall increase in moisture availability allows 
increased precipitation under favorable of weather patterns. The CCSM3-
WRF simulation shows a more uniform decrease in precipitation, with 
a maximum on the windward slope of the Olympics. Results for both 
models in SON (Fig. 6, bottom right) are similar to the MAM results for 
ECHAM5-WRF. Peak precipitation increases are found not only on the 
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windward slopes, but also in Eastern Washington, where the fractional 
increase is comparable to the increases over the mountains. These results 
give clear evidence that the effect of climate change on precipitation is 
tightly coupled to the interaction of increased moisture availability and 
various synoptic weather patterns with the regional topography.

Figure 6. Percent change in precipitation from 1970-1999 to 2030-2059 for each season as 
simulated by the regional models and forcing globalmodels along a West-East transect of the 
State of Washington at 478°N latitude. Terrain height is indicated by the thick gray line.
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4.2. Temperature

Figure 7 shows the temperature change for 2030-2059 in the regional 
model simulations for the four seasons. There is considerable difference in 
the temperature response between the two models and with season. These 
changes are largely the result of the global forcing model and feedbacks 
within the regional model driven by changes in precipitation, cloudiness, 
and surface radiation. In the cool season, the spatial pattern of warming in a 
regional model is strongly linked to changes in snowpack and cloud cover, 
which alters the surface radiation (Leung et al., 2004; Salathé et al., 2008). 
For example, where snowpack is lost, either due to warmer temperatures or 
less precipitation, the albedo is decreased, more solar radiation is absorbed 
at the surface, and the warming is amplified. For DJF, the CCSM3-WRF 
simulation (Fig. 7, 1st column, top row) shows amplified warming over the 
Washington Cascades. This warming exceeds the projection from global 
forcing model (Fig. 8), but coincides with the region of significant reduction 
in precipitation (Fig. 4). Thus, the warming is amplified by the loss of 
precipitation and less frequent snow and clouds over the Cascades. The very 
different pattern found for DJF in the ECHAM5-WRF simulation (Fig. 7, 
1st column, bottom row) follows from the much smaller warming in the 
ECHAM5 forcing model and smaller decrease in precipitation. In eastern 
Washington, the CCSM3-WRF simulation shows less warming than the 
ECHAM5-WRF simulation. This result is consistent with the differences 
in the forcing from the two models, with ECHAM5 producing more 
warming along a southeast-northwest axis and the CCSM3 warming mostly 
in the western portion of the domain. Furthermore, precipitation increases 
over eastern Washington in the CCSM3-WRF simulation, which implies 

Figure 7. Change in temperature (°C) from 1970-1999 to 2030-2059 for CCSM3-WRF (top row) and ECHAM5-
WRF (bottom row) for the four seasons.
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increased cloud cover and reduced solar heating of the surface.
For MAM (Fig. 7, 2nd column), the differences between the two simulations 
seen for DJF are accentuated due to the very different precipitation results, 
with considerable loss of precipitation in CCSM3-WRF and considerable 
increase in ECHAM5-WRF. For JJA, both regional models closely follow 
the global model, which suggests that mesoscale processes are not as critical 
to the summer temperature sensitivity. In spring and summer, both the global 
and regional models indicate less warming in coastal areas than inland. 
In some cases, the regional models reduce the coastal warming relative 
to the global model. Nevertheless, warming is still substantial in western 
Washington and, as shown below, heat waves are projected to become more 
frequent. For SON, the global forcing models and regional precipitation 
response are very similar and thus the temperature changes are similar.

4.3. Snowpack

Substantial losses of snowpack are found in both regional simulations. 
Figure 9 shows the change in average spring (MAM) snowpack from the 
present to future climate. When averaged over Washington, CCSM3-WRF 
projects a 71% loss of SWE while ECHAM5-WRF projects a 32% loss. 
Since spring snowpack is a good predictor of summertime streamflows, 
changes for this season indicate the magnitude of the impacts of regional 
climate change on water resources (see Vano et al. 2009a, this report). The 
CCSM3-WRF simulation (Fig. 9, left) yields much larger snow loss than 
ECHAM5-WRF (Fig. 9, right) over the entire domain, but particularly for 
the Cascade and Olympic mountains. In part, this may be due to the finer grid 
spacing in CCSM3-WRF, allowing better representation of smaller terrain 

Figure 8. As for Fig. 7 except for the CCSM3 (top) and ECHAM5 (bottom) global forcing models.
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features such as the Olympics. However, the 1970-1999 snowpack (Fig. 3) is 
more similar between the two models than the simulated changes, so model 
resolution is not the most important effect.
Most of the difference between the two simulations is due to the forcing 
models and the resulting regional precipitation. Snowpack changes are a 
result of both changes in precipitation and changes in temperature (Mote et al., 
2008). While CCSM3-WRF show somewhat more warming than ECHAM5-
WRF and both models show increased autumn precipitation, the dominant 
effect on the differences in simulated spring snowpack is the difference in 
precipitation projections. Figure 4 shows a larger reduction in winter and 
spring precipitation in CCSM3-WRF than in ECHAM5-WRF, and this 
result dominates the snowpack results. The consensus among global climate 
models (Mote and Salathé 2009, this report) is for modest increases in cool-
season precipitation, so the CCSM3 results presented here are not necessarily 
characteristic.  Nevertheless, despite the increase in cool-season precipitation 
in ECHAM5-WRF, snowpack decreases over a similar geographical extent as 
in the much drier CCSM3-WRF projection and about half the magnitude. Thus, 
while the disparity in precipitation projections in the two models modulates 
the magnitude of snow loss, warming plays a prominent role in determining 
future snowpack, counteracting potential increases in precipitation.

5. Changes in Extreme Events

A key motivation for using regional climate models in climate impacts research 
is the ability to represent extreme events. By nature, extreme weather occurs 
rapidly and over a small geographical extent. Extreme seasonal conditions, 
such as drought, occur more slowly and with larger geographical extent, 
and typically depend on fine-scale interactions between the atmosphere and 
land surface features such as topography that are not well resolved in global 
models. Thus, regional climate models are especially well suited to studying 
these events. Here we present summary statistics for several types of extreme 
events related to temperature and precipitation. Our analysis follows the 

Figure 9. Change in April 1 snow 
water equivalent (mm) from 
CCSM3-WRF (left) and ECHAM5-
WRF (right).
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approach of Tebaldi et al. (2006) for global climate model analysis and uses 
parameters defined in Frich et al. (2002). 

5.1. Heat Waves and Warm Nights

Climate change is predicted to have significant human health consequences 
due to heat stress in vulnerable individuals. This issue is discussed in detail 
in Jackson et al (2009, this report) where the quantitative relationship 
between heat events and mortality is analyzed, showing that mortality rises 
significantly after heat waves last for three or more days. Future heat wave 
frequencies are represented in Jackson et al (2009, this report) by a uniform 
perturbation to the historic record since the global climate models do not 
give good information on the geographic signature of warming or changes 
in daily variability. Here we use output from the regional models to compute 
the frequency of heat waves for present and future time periods. We define 
a heat wave as an episode of three or more days where the daily heat index 
(HUMIDEX) exceeds 32°C. Figure 10, top panel, shows the change in 

Figure 10. Top: change in the 
number of heat wave events 
from CCSM3-WRF (left) and 
ECHAM5-WRF (right). Bottom: 
change in the frequency of warm 
nights (Tmin>90th percentile).
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the number of heat waves simulated by the two regional models from 
1970-1999 to 2030-2059. Both models show a larger increase in heat wave 
frequency in south-central Washington than elsewhere in the state. The 
CCSM3-WRF simulation (Fig. 10, left) also shows considerable increase 
in heat waves in the lowlands of western Washington, following the more 
widespread warming in the CCSM3 scenario. Note that this increase in 
heat waves occurs despite relatively less seasonal-average warming here 
than the interior. This result suggests that effects that would moderate 
coastal warming, such as marine cloudiness, are intermittent and have little 
effect on the frequency and duration of extreme heat events. Although the 
heat index includes the effect of relative humidity, the large increase in 
heat wave frequency in south-central Washington is a result of an increase 
only in temperature since summertime relative humidity remains nearly 
constant for this region under climate change.
The frequency of warm nights is another measure of persistent heat stress 
with important impacts. To analyze the change in the frequency of warm 
nights, we computed the 90th percentile minimum temperature (Tmin) for 
each calendar day at each grid point for the 20th century simulations. The 
change in the percentage of days where Tmin exceeds the 90th percentile 
is then computed from the 21st century simulation as shown in Figure 10, 
bottom panel. In comparison to the change in heat-wave frequency, the 
frequency of warm nights does not show as marked a geographical pattern, 
but rather closely follows the pattern of summertime warming (Fig. 7).

5.2. Extreme Precipitation

We use two parameters to analyze changes in extreme precipitation, which 
yield somewhat different results. An increase in these parameters indicates 
that more of the precipitation is coming in extreme events. The first 
parameter, precipitation intensity, is defined as the annual total precipitation 
divided by the number of wet days (precipitation exceeding 1 mm). 
Precipitation intensity increases when the annual precipitation increases 
more rapidly than the number of wet days. The second parameter, R95, is 
the fraction of precipitation falling on days with precipitation exceeding the 
95th percentile for that location, where the 95th percentile is calculated from 
the 20th century simulation. An increase in R95 indicates that precipitation 
in events exceeding the threshold increases more than total precipitation. 
For precipitation intensity (Fig. 11), both regional models produce similar 
results. The change from the current to the future period is positive or 
very small over the entire state with considerable increases only over 
the northwestern portion of the state. The increase appears to follow the 
southwest, windward flanks of the North Cascades, Olympics, Vancouver 
Island, and BC Coast Range. The changes in R95 (Fig. 12) are much 
more widespread, owing in part to the geographical dependence of the 
threshold. The pattern in the ECHAM5-WRF (Fig. 12, right) simulation is 
more spatially uniform, with increases in the western and eastern portions 
of the state and slight decreases in central Washington, along the lee of 
the Cascades. The CCSM3-WRF (Fig. 12, left) simulation shows much 
more spatial heterogeneity, likely due to its finer spatial grid and better 
topographic resolution. In addition, it is interesting to note that in CCSM3-
WRF, both precipitation intensity and R95 increase substantially on the 
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windward slopes of the coastal mountains despite reductions in the total 
annual precipitation shown in Figure 4. 

As discussed above, the CCSM3 ensemble member used to force the 
CCSM3-WRF simulation has an uncharacteristic increase in November 
precipitation. To test how critical this result is in determining the change in 
extreme precipitation, we repeated the above analysis using only data for 
the months December through February. This restriction makes very little 
difference for the ECHAM5-WRF simulation, although there is a more 
pronounced reduction in extremes along the lee of the Cascade Range and 
a larger increase elsewhere. For the CCSM3-WRF simulation, the increase 

Figure 11. Change in precipitation intensity from CCSM3-WRF (left) and ECHAM5-WRF (right).

Figure 12. Change in the fraction of daily precipitation exceeding the 20th century 95th percentile (R95) from 
CCSM3-WRF (left) and ECHAM5-WRF (right).
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in extremes for western Washington remains but is reduced; the increase 
east of the Cascade Range, however, is amplified. Qualitatively, the results 
based on all months are consistent with the results for the winter months, 
with some geographical differences.
Consistent with previous findings (e.g., Leung et al. 2004), these results 
suggest that extreme precipitation changes are more related to increased 
moisture availability in a warmer climate than to increases in climate-mean 
precipitation. Although changes in the mean large-scale circulation may 
not favor precipitation in a climatological sense, increased atmospheric 
moisture availability under intermittent synoptic conditions favorable 
for precipitation can lead to increased precipitation intensity and extreme 
precipitation. This finding has important implications as it suggests that 
extreme precipitation can increase regardless of the change in total precip
itation, which has larger uncertainty as shown in Figure 4. 

6. Conclusion

Regional climate models provide important insight into how the regional 
climate may respond to global climate change. We have presented two long 
simulations from a mesoscale climate model forced by two global climate 
model simulations. The object of regional climate modeling is to under
stand how fine scale weather and land-surface processes respond to the 
large-scale forcing generated by global models, and how that may alter 
the local climate change patterns. In overall details, both simulations pre
sented here are quite consistent with the global forcing models used, which 
is expected. Furthermore, due to the unique characteristics of the forcing 
models, the fine scale features simulated are substantially different, accen
tuating differences in the forcing scenarios and underscoring the need 
for extended simulations using a large ensemble of forcing models and 
regional models
The most profound difference between the two simulations is in the cool-
season precipitation, which is closely related to the simulated changes in 
snow pack and temperature. The CCSM3-WRF model shows substantial 
decreases in winter and spring precipitation. This, combined with a strong 
warming signal, yields substantial decreases in snow pack along the 
Cascade Crest and Olympic mountains. Where snow cover is reduced, the 
warming is locally amplified, suggesting a feedback between precipitation, 
snowpack, and temperature.
Despite these differences, there are important areas of agreement between 
the two simulations, suggesting that some local responses to global climate 
change are robust. Most clear is the loss of snowpack in both simulations. 
Despite substantial differences in the precipitation simulations, both 
simulations project a similar geographic extent of snow loss and a substantial 
net loss of snowpack for the state. The reduced snowpack and earlier 
snowmelt will alter the timing and amount of river runoff in the summer, 
although changes in annual runoff will depend on annual precipitation 
changes, which can differ noticeably from one scenario to another. 
Changes in extreme events are also similar in the two simulations. Despite 
modest annual-mean precipitation changes in the CCSM3 and ECHAM5 
global climate models, local terrain effects amplify the changes in the 
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regional simulations, with locally opposite signs of changes in some seasons 
between ECHAM5-WRF and CCSM3-WRF. Yet, both simulations yield an 
increase in the measures of extreme precipitation even though the CCSM3-
WRF simulation produced mostly reductions in total precipitation during 
winter and spring. Our results show that extreme precipitation increases 
over the north Cascades and over eastern Washington in both simulations. 
The geographical distribution of this increase clearly follows the terrain 
indicating the important role of topography in producing increased 
precipitation under favorable synoptic conditions with increase moisture 
availability in a warmer climate. 
Our results show that, with increased spatial resolution relative to global 
models, regional climate models can represent the local forcing from the 
complex terrain to produce more realistic spatial and temporal variability 
of temperature, precipitation, and snowpack in the State of Washington. 
With the ability to resolve topographic effects, more robust changes in 
mountain snowpack and extreme precipitation emerge. These changes 
are consistent between the two regional simulations despite differences in 
seasonal precipitation and temperature changes in the global and regional 
model results. While the regional models contain substantial biases in their 
20th century simulation, these results give good guidance to interpreting 
the results of statistical downscaling, for example, by showing whether 
orographic precipitation effects are suitably represented in the statistical 
downscaling. It is clear that changes in the seasonal climate and the 
frequency of extreme events may be locally much more intense than can be 
inferred from statistical methods. The implication is that, while a valuable 
tool for regional climate impacts assessment, multi-model ensembles of 
global climate projections and statistical methods may under represent the 
local severity of climate change.
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Implications of 21st Century Climate Change for the Hydrology  
of Washington State
Marketa M Elsner1, Lan Cuo2, Nathalie Voisin2, Jeffrey S Deems2, Alan F Hamlet1,2, Julie A Vano2, Kristian EB Mickelson2, 
Se-Yeun Lee2, and Dennis P Lettenmaier1,2

Abstract

The hydrology of the Pacific Northwest (PNW) is particularly sensitive to changes in climate because seasonal 
runoff is dominated by snowmelt from cool season mountain snowpack, and temperature changes impact the 
balance of precipitation falling as rain and snow. Based on results from 39 global simulations performed for 

the Fourth Assessment Report of the Intergovernmental Panel on Climate Change (IPCC AR4), PNW temperatures 
are projected to increase an average of approximately 0.3°C per decade over the 21st century, while changes in annual 
mean precipitation are projected to be modest, with a projected increase of 1% by the 2020s and 2% by the 2040s. 
Based on IPCC AR4 projections, we updated previous studies of implications of climate change on the hydrology 
of the PNW. In particular, we used results from 20 global climate models (GCMs) and two emissions scenarios 
from the Special Report on Emissions Scenarios (SRES): A1B and B1. PNW 21st century hydrology was simulated 
using the full suite of GCMs and 2 SRES emissions scenarios over Washington, as well as focus regions of the 
Columbia River basin, the Yakima River basin, and those Puget Sound river basins that supply much of the basin’s 
municipal water supply. Using two hydrological models, we evaluated projected changes in snow water equivalent, 
seasonal soil moisture and runoff for the entire state and case study watersheds for A1B and B1 SRES emissions 
scenarios for the 2020s, 2040s, and 2080s. We then evaluated future projected changes in seasonal streamflow in 
Washington.  April 1 snow water equivalent (SWE) is projected to decrease by an average of approximately 27-29% 
across the State by the 2020s, 37-44% by the 2040s and 53-65% by the 2080s, based on the composite scenarios of 
B1 and A1B, respectively, which represent average effects of all climate models. In three relatively warm transient 
watersheds west of the Cascade crest, April 1 SWE is projected to almost completely disappear by the 2080s. By 
the 2080s, seasonal streamflow timing will shift significantly in both snowmelt dominant and transient, rain-snow 
mixed watersheds. Annual runoff across the State is projected to increase by 0-2% by the 2020s, 2-3% by the 2040s, 
and 4-6% by the 2080s; these changes are mainly driven by projected increases in winter precipitation.

1JISAO Climate Impacts Group, University of Washington, Seattle, Washington
2Department of Civil and Environmental Engineering, University of Washington, Seattle, Washington
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1. Introduction

The Fourth Assessment Report (AR4) of the Intergovernmental Panel 
on Climate Change (IPCC) states that warming of Earth’s climate is 
unequivocal and that anthropogenic use of fossil fuels has contributed 
to increasing carbon dioxide concentrations and thereby warming of the 
atmosphere (IPCC, 2007). The hydrology of the Pacific Northwest (PNW 
- which typically includes the Columbia River basin and watersheds 
draining to the Oregon and Washington coasts) is particularly sensitive 
to changes in climate because of the role of mountain snowpack on the 
region’s rivers. In this paper, we utilize archived climate projections from 
the IPCC AR4 to evaluate impacts on regional hydrology, with focus on 
Washington, which includes the lower Columbia River basin in the eastern 
and southern part of the State, as well as coastal drainages, including the 
Puget Sound basin (Figure 1).
Washington is partitioned into two distinct climatic regimes by the 
Cascade Mountains. The west side of the Cascades on average receives 
approximately 1,250 mm of precipitation annually, while the east side 
receives slightly more than one-quarter of this amount. Washington, like 
much of the western US, relies on cool season precipitation (defined as 
October through March) and resulting snowpack to sustain warm season 
streamflows (defined as April through September). Approximately 75% 
of the annual precipitation in the Cascades falls during the cool season 
(Snover and Miles, in review). A changing climate affects the balance of 
precipitation falling as rain and snow and therefore the timing of streamflow 
over the course of the year. Figure 2 illustrates simulated historical mean 
annual runoff over the period 1916-2006 using the Variable Infiltration 
Capacity hydrologic model (further described below) and shows the 
importance of the State’s mountainous regions with respect to water supply 
for various natural resources.
Small changes in temperature can strongly affect the balance of 
precipitation falling as rain and snow, depending on a watershed’s 
location, elevation, and aspect. Washington, and the Pacific Northwest as 
a whole, is often characterized as having three runoff regimes: snow-melt 
dominant, rain dominant, and transient (Hamlet and Lettenmaier 2007). 
In snowmelt dominant watersheds, much of the winter precipitation 
is stored in the snowpack, which melts in the spring and early summer 
resulting in low streamflow in the cool season and peak streamflow in 
late spring or early summer (May-July). Rain dominant watersheds are 
typically lower in elevation and mostly on the west side of the Cascades. 
They receive little snowfall. Streamflow in these watersheds peaks in the 
cool season, roughly in phase with peak precipitation (usually November 
through January). Transient watersheds are characterized as mixed rain-
snow due to their mid-range elevation. These watersheds receive some 
snowfall, some of which melts in the cool season and some of which is 
stored over winter and melts as seasonal temperatures increase. Rivers 
draining these watersheds typically experience two streamflow peaks: 
one in winter coinciding with seasonal maximum precipitation, and 
another in late spring or early summer when water stored in snowpack 
melts. Hydrographs of simulated average historic streamflow, which 
are representative of the three watershed types, are shown in Figure 3. 
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Figure 1. Overview figure of Washington state, Puget Sound and Yakima case study basins, and significant analysis locations.
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Hydrologic simulations from which these hydrographs were developed 
are fully described in Section 2.2 below. The Chehalis River, which drains 
to the Washington coast (Figure 3), is a characteristic rain dominant 
watershed, while the Yakima River, which drains to the Columbia River 
(Figure 3), is a characteristic transient watershed, and the Columbia River, 
which drains from mountainous regions in mainly Canada, Idaho, Oregon, 
and Washington, is a characteristic snowmelt dominant watershed.
Previous studies have presented metrics which can be used to define 
watershed type. Barnett et al. (2005) suggested a metric which they 

Figure 2. Simulated mean annual runoff over Washington state by the Variable Infiltration Capacity (VIC) model over the 
historic period from 1916-2006.

Figure 3. Simulated monthly historic 
streamflow hydrographs for three 
representative watershed types in 
Washington, namely rain dominant 
(Chehalis River at Porter), transient 
rain-snow (Yakima River at Parker), and 
snowmelt dominant (Columbia River 
at the Dalles). Hydrographs represent 
monthly averages of simulated daily 
streamflow by the VIC model for 
1916-2006.
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defined as the ratio of peak snow water equivalent (SWE) to total cool 
season (October-March) precipitation. SWE is defined as the liquid water 
content of the snowpack. Barnett et al. (2008) also showed that SWE 
to precipitation ratios have been declining in the historic record due to 
observed warming, and that these changes are predominantly related 
to human influence on the climate. Hamlet and Lettenmaier (2007) 
characterized the three types of watersheds over the Pacific Northwest 
by temperature. Snowmelt dominant watersheds have average winter 
temperatures of less than -6°C., while completely rain dominant watersheds 
have average temperatures above 5°C. Their analysis explored changes 
in flood characteristics over basins of varying scale for these watershed 
categories. Hamlet (2007) and Mantua et al. (2009, this report) also applied 
the SWE to precipitation ratio metric to the Hydrologic Unit Code (HUC) 
4 regions in the PNW as a means to catalogue high-disturbance areas. 
In Figure 4, we show the SWE to precipitation ratio computed for 1/16th 
degree grid cells over the PNW. Rain-dominant regions generally have 
ratios less than 0.1; transient regions are in the range of about 0.1-0.4; 
and, snowmelt dominant regions generally have ratios greater than 0.4 
(see additional figures and discussion in Mantua et al., 2009, this report). 
Locations at which the historic streamflow hydrographs shown in Figure 3 
were simulated are noted in Figure 4. Figure 4 shows that the urban water 
supply systems for the state’s major metropolitan areas in the Puget Sound 
basin and the Yakima area are located in transient regions. As shown 
in accompanying papers by Vano et al. (2009a; b, this report), shifts in 
seasonal streamflow in these regions toward higher winter flow and lower 
summer flow have strong implications for water management. This paper 
focuses on hydrologic impacts of climate change and relates those to the 
three watershed categories discussed above.

2. Approach and Methods

We applied a range of climate change projections from the IPCC AR4 
(IPCC, 2007) to hydrologic model simulations and evaluated the impact 
of climate change on the hydrology of Washington with additional focus 
on the Columbia River basin, which is a major source of hydropower 
energy (Hamlet et al. 2009, this report), the Yakima River basin (Vano 
et al. 2009a, this report), which supports irrigation of high-valued crops 
such as orchards, and those Puget Sound watersheds that supply water 
to a majority of the state’s population (Vano et al. 2009b, this report). 
We performed hydrologic simulations using the Variable Infiltration 
Capacity (VIC) macroscale hydrology model (Liang et al., 1994; Nijssen 
et al., 1997) at 1/16th degree latitude by longitude spatial resolution over 
the entire state. We also applied the DHSVM, the Distributed Hydrology 
Soil and Vegetation Model (Wigmosta et al, 1994), at 150 meter spatial 
resolution over the Puget Sound watersheds. We used these models to 
explore sensitivity of runoff to changes in precipitation and temperature 
over our focus regions. We then evaluated implications of projected 
changes in snowpack and soil moisture over the same domains.
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Figure 4. The average ratio of peak VIC model simulated snow water equivalent (SWE) to October – March 
precipitation for the historical period (1916-2006).
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2.1. Hydrologic Simulations

Studies of the impacts of climate change on regional hydrology are 
becoming increasingly common (Maurer, 2007; Maurer and Duffy, 2005; 
Hayhoe et al., 2007; Christensen and Lettenmaier, 2007; Christensen 
et al., 2004; Payne et al., 2004; Van Rheenen et al., 2004; Miller et al., 
2003; among others). Many of these studies use a scenario approach 
which evaluates projections of hydrological variables, like streamflow, 
using a hydrology model forced with downscaled ensembles of projected 
climate from GCMs. These future climate simulations are then compared 
with a baseline hydrological simulation using historical climate (see e.g. 
Christensen and Lettenmaier, 2007; Maurer 2007; Hayhoe et al., 2007; 
among others). This approach is sometimes termed “off-line” forcing of 
a hydrological model, because it does not directly represent feedbacks 
between the land surface and climate system. An alternative approach, 
based on regional climate models, represents land-atmosphere feedbacks; 
however, complications arise due to bias in the climate model simulations 
(see Wood et al., 2004 for a detailed discussion), and computational 
requirements which generally preclude the use of multi-model ensemble 
methods. For this reason, we used the off-line simulation approach.
We used climate change scenarios to force two hydrology models – the 
VIC Model (Liang et al., 1994; Liang et al., 1996; Nijssen et al., 1997) and 
DHSVM (Wigmosta et al. 1994). The VIC model is a macroscale model, 
meaning it is intended for application to relatively large distributed areas, 
typically ranging from 10,000 km2 or so, up to continental and even global 
scales. A key underlying model assumption is that sub-grid scale variability 
(in vegetation, topography, soil properties, etc.) can be parameterized, 
rather than represented explicitly. We evaluated VIC model simulations 
over all of Washington (and over the entire PNW to evaluate streamflow 
in the lower Columbia basin), including the Yakima River basin, which 
covers 15,850 km2.
DHSVM is an explicitly distributed hydrology model, intended for 
application at much higher spatial resolution (and hence to smaller areas) 
than VIC. In this study, we applied DHSVM to relatively small rivers 
flowing to the Puget Sound basin at a 150 m spatial resolution. These 
watersheds range from 52 – 1055 km2 in area. Both VIC and DHSVM are 
described in more detail below.

2.1.1. Variable Infiltration Capacity (VIC) Model 

The VIC model (Liang et al., 1994; Liang et al., 1996; Nijssen et al., 
1997) has been used to assess the impact of climate change on U.S. 
hydrology in a number of previous studies. Hamlet and Lettenmaier 
(1999) studied the implications of GCM projections from the second 
IPCC assessment (1995) over the Columbia River Basin. Following the 
third IPCC Assessment Report (2001), Payne et al. (2004) studied climate 
change effects on the Columbia River Basin, Christensen et al. (2004) 
studied effects on the Colorado River, and Van Rheenen et al. (2004) 
studied effects on California. Similarly, recent studies by Vicuna et al. 
(2007) and Maurer (2007) analyzed the effects of IPCC AR4 projections 
on hydrologic systems in California, Christensen and Lettenmaier (2007) 
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on the Colorado River basin, and Hayhoe et al. (2007) on the northeastern 
U.S., all using the VIC model.
Although predictions of winter precipitation changes over the PNW have 
differed somewhat among recent IPCC reports (the 1995 report suggests an 
increase, whereas the 2001 report indicates only modest changes), warmer 
temperatures in all previous assessments have led to projections of reduced 
snowpack, and hence a transition from spring to winter runoff (Hamlet and 
Lettenmaier, 1999; Payne et al., 2004). Other impacts common to previous 
studies of hydrological impacts of climate change in the PNW include 
earlier spring peak flow and lower summer flows. 
In this paper, we used GCM simulations archived for the IPCC AR4 and 
increased the spatial resolution of the hydrological model over the PNW 
from 1/8th degree (used in all previous studies cited above) to 1/16th degree. 
An historical input data set including daily precipitation, maximum and 
minimum daily temperature, and windspeed was developed for this study 
at 1/16th degree spatial resolution and its unique features are described in 
section 2.2.1. Model calibration at routed streamflow locations included 
use of initial parameters for the 1/8th degree VIC model (Matheussen et 
al., 2000), transferred to the 1/16th degree model. These parameters were 
evaluated at 1/16th resolution at two calibration locations (Table 1a). Further 
calibration was performed over the Yakima River basin. Model calibration 
and validation statistics for the VIC model used in this study are provided 
in Table 1a and include relative error in mean annual streamflow and Nash 
Sutcliffe efficiencies. A well calibrated model typically yields a relative 
error less than 10% and a Nash Sutcliffe efficiency higher than 0.7 (Liang 
et al., 1996; Nijssen et al., 1997). Calibration and validation periods were 
chosen to include a range of streamflow conditions with which to test model 
performance. Other parameters (e.g. simulated SWE or soil moisture) 
were not used to further constrain model parameters. However, previous 
studies comparing VIC simulated SWE with observations (Andreadis et 
al., 2009 in review) and soil moisture with observations (Maurer et al., 
2002), indicate that the model successfully simulates grid level processes. 
In addition to increasing the VIC model resolution for this study, the 
number of GCMs from which the ensembles are formed was increased 
substantially relative to previous studies.
We also adapted the model to allow output of potential evapotranspiration 
(PET) for each model grid cell. PET is the amount of water that would be 
transpired by vegetation, provided unlimited water supply, and is often 
used as a reference value of land surface water stress in characterizations 
of climate interactions with forest processes (e.g., Littell et al., 2009, this 
report). PET is calculated in the VIC model using the Penman-Montieth 
approach (Liang et al., 1996) and the user may choose to output PET of 
natural vegetation, open water PET, as well as PET of certain reference 
agricultural crops.

2.1.2. Distributed Hydrology Soil Vegetation Model (DHSVM) 

DHSVM was originally designed for application to mountainous forested 
watersheds, and includes explicit representations of the effects of forest 
vegetation on the water cycle, in particular the role of vegetation as it 
intercepts liquid and solid precipitation, and on snow accumulation and 
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ablation under forest canopies. Early applications of the model addressed 
how forest harvest affected flood frequency in the PNW (Bowling, 2000, 
La Marche and Lettenmaier, 2001; Bowling et al., 2001). The model 
represents runoff primarily via the saturation excess mechanism and 
explicitly represents the depth to water table at each model pixel, which has 
typically ranged from 10-200 m in past applications of the model (in our 
application to the Puget Sound basins, we used 150 m spatial resolution). 
Some DHSVM model parameterizations are similar to those in Topmodel 
(Beven and Kirkby, 1979); a key difference is the explicit, rather than 
statistical representation of downslope redistribution of moisture in the 
saturated zone. In addition to its representation of the water table and 
downslope redistribution of moisture, DHSVM represents the land surface 
energy balance (in a manner similar to VIC), unsaturated soil moisture 
movement, saturation overland flow, and snowmelt and accumulation. 
DHSVM simulates snow accumulation and ablation, using the same snow 
model used by VIC, which is described by Cherkauer et al. (2003). In 
brief, it uses a two-layer snow algorithm, in which the top layer is used 
to solve an energy balance with the atmosphere, including effects of 
vegetation cover, while the bottom layer is used as storage to simulate 
deeper snowpack. 
Using a 150 m resolution digital elevation model (DEM) as a base map 
(US Department of Interior/US Geological Survey, http://seamless.usgs.
gov), DHSVM explicitly accounts for soil and vegetation types and stream 
channel network and morphology. Wigmosta et al. (1994; 2002) provide 
a detailed description of the model. The model also uses a soil class map 
based on the STATSGO soil map produced by the U.S. Department of 
Agriculture. The land cover map was derived from Alberti, et al. (2004). The 
model is forced by climate inputs including precipitation and temperature, 
(at daily or shorter time steps), downward solar and longwave radiation, 
surface humidity, and wind speed. Using the historical 16th degree dataset 
developed for the VIC model (described below) and procedures developed 
by Nijssen et al. (2001), daily forcings were disaggregated to 3-hour 

Basins (gage)

Annual mean N-S model efficiency

Nat. 
(cms)

Sim. 
(cms)

Rel. 
error 
(%)

Calibration 
(monthly)

Validation 
(monthly)

Yakima (12505000)
  Calibration period (1986-2000)
  Validation period (1971-1985)

132.8 142.8 7 0.71 0.65

Columbia (14105700)
Calibration period (1986-1999)
Validation period (1970-1985)

5132 5375 4.5 0.85 0.83

Table 1a. Summary statistics of model calibration and validation for the Variable Infiltration Capacity (VIC) model in 
units of cubic meters per second (cms). The relative error is defined as the ratio of the difference between mean annual 
simulated flow (sim.) and mean annual observed natural flow (nat.) to the mean annual observed natural flow. The Nash 
Sutcliffe efficiency is a coefficient which is commonly used to define hydrologic predictive power, where a coefficient of 
one is a perfect match between simulated and observed natural flow.
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intervals as described in detail by Cuo et al. (2008b), who applied DHSVM 
to the entire Puget Sound basin. Model calibration and validation statistics 
for the DHSVM used in this study are provided in Table 1b. Similar to 
VIC, a well calibrated DHSVM model typically yields a relative error 
less than 10% and a Nash Sutcliffe efficiency higher than 0.7 (Wigmosta 
et al., 1994; Leung et al.,1996). Calibration and validation periods were 
chosen to include a range of streamflow conditions with which to test 
model performance. 

2.2. Model Input Variables
2.2.1. Historical Inputs

Both VIC and DHSVM require as forcing variables precipitation (Prcp) 
and temperature at a sub-daily time step, as well as downward solar and 
longwave radiation, surface wind, and vapor pressure deficit. All simulations 
described in this paper are based on a 1/16th degree spatial resolution data 
set of daily historical Prcp and daily temperature maxima and minima 
(Tmax, Tmin) developed from observations following methods described 
in Maurer et al. (2002) and Hamlet and Lettenmaier (2005), adapted as 
described below. Variables other than daily precipitation and temperature 
maxima and minima are derived from the daily temperature range or 
mean temperature following methods outlined in Maurer et al. (2002). 
One exception is surface wind. Daily wind speed values for 1949-2006 
were downscaled from National Centers for Environmental Prediction-
National Center for Atmospheric Research (NCEP-NCAR) reanalysis 

Basins (gage)

Annual mean N-S model efficiency

Nat. 
(cms)

Sim. 
(cms)

Rel. 
error 
(%)

Calib. 
(daily)

Calib. 
(monthly)

Valid. 
(monthly)

Snohomish (12141300)
  Calibration period (1993-2002)
  Validation period (1983-1993)

35.5 36.1 2 0.50 0.79 0.75

Cedar (12115000)
  Calibration period (1982-1992)
  Validation period (1992-2002)

6.85 6.18 -10 0.61 0.81 0.81

Green (12104500)
  Calibration Period (1973-1983)
  Validation Period (1983-1993)

9.79 9.76 0 0.54 0.72 0.71

Tolt (12147600)
  Calibration period (1983-1993)
  Validation period (1993-2002)

1.52 1.39 -9 0.45 0.70 0.75

Table 1b. Summary statistics of model calibration and validation for the Distributed Hydrology Soil and Vegetation 
Model (DHSVM) in units of cubic meters per second (cms). The relative error is defined as the ratio of the difference 
between mean annual simulated flow (sim.) and mean annual observed natural flow (nat.) to the mean annual observed 
natural flow. The Nash Sutcliffe efficiency is a coefficient which is commonly used to define hydrologic predictive power, 
where a coefficient of one is a perfect match between simulated and observed natural flow.
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products (Kalanay et al., 1996). For years prior to 1949, daily wind speed 
climatology was derived from the 1949-2006 reanalysis.
We used the National Climatic Data Center Cooperative Observer (Co-
Op) network and Environment Canada (EC) daily station data as the 
primary sources for precipitation and temperature values. We used a 
method described by Hamlet and Lettenmaier (2005) that corrects for 
temporal inhomogeneities in the raw gridded data using a set of temporally 
consistent and quality controlled index stations from the U.S. Historical 
Climatology Network (HCN) and the Adjusted Historical Canadian 
Climate Database (AHCCD) data. This approach assures that no spurious 
trends are introduced into the gridded historical data as a result of inclusion 
of stations with records shorter than the length of the gridded data set. 
The data are adjusted for orographic effects using the PRISM (Daly et 
al., 1994; 2002) climatology (1971-2001) following methods outlined in 
Maurer et al. (2002).
Daily station data from 1915 to 2006 were processed as in Hamlet and 
Lettenmaier (2005), but using only Co-Op, EC, HCN, and AHCCD 
stations within a 100 km buffer of the domain. Quality control flags 
included in the raw Co-Op data set for each recorded value were used to 
ensure accuracy and to temporally redistribute “accumulated” Prcp values. 
We used the Symap algorithm (Sheppard, 1984; as per Maurer et al., 2002) 
to interpolate Co-Op/EC station data to a 1/16th degree.
We then adjusted the daily Prcp, Tmax, and Tmin values for topographic 
influences by scaling the monthly means to match the monthly PRISM 
climate normals from 1970-2000. In the temperature rescaling method 
used for this study, Tmax and Tmin were adjusted by the same amount 
to avoid introducing a bias into daily mean temperatures and the daily 
temperature range. First, the average of the Tmax and Tmin values were 
computed for each of the monthly PRISM and monthly mean Co-Op time 
series. The difference between these values was applied as an offset to the 
average of the daily Tmax and Tmin in the appropriate month, thereby 
explicitly preserving the daily temperature range. For days where Tmin 
exceeds Tmax due to interpolation errors in the initial regridding step, we 
offset the average of these inverted Tmax and Tmin values and applied a 
climatological daily range from PRISM Tmax and Tmin.

2.2.2. Regional Climate Change Projections 

As part of the IPCC AR4, results from a common set of simulations of 21st 
century climate were archived from 21 global climate models (GCM) (Mote 
and Salathé 2009, this report), using greenhouse gas emissions scenarios 
as summarized in the IPCC’s Special Report on Emissions Scenarios 
(SRES) (Nakićenović, 2000). Simulations were archived predominantly 
for three SRES emissions scenarios (A1B, B1, and A2) for most of the 21 
GCMs, with A2 following the highest trajectory for future CO2 emissions 
at the end of the 21st century. We focus on A1B and B1 emission scenarios 
because these were simulated by the most GCMs and our study focuses on 
mid-century change, at which point none of the scenarios is consistently 
the highest. Following Mote and Salathé (2009, this report), we used output 
from 20 of the GCMs for which monthly gridded precipitation, temperature, 
and other variables were archived for SRES emissions scenario A1B, and 
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19 for which the same variables were archived for emissions scenario B1. 
Mote and Salathé (2009, this report) summarize the GCM predictions of 
21st century precipitation and temperature over the Pacific Northwest, and 
evaluate performance of the GCMs in reconstructing 20th century climate. 
The spatial resolution of the 20 models varies, but is generally about three 
degrees latitude by longitude; therefore, we downscaled the climate model 
output to the spatial resolution of a regional hydrology model as described 
below.

2.2.3. Downscaling Procedures

In general, the GCM output is at too coarse a spatial resolution to be 
meaningful for hydrological studies. Therefore, we downscaled the GCM 
output to 1/16th degree spatial resolution and applied a delta method 
approach to develop climate change scenarios with which to evaluate 
impacts (see e.g. Hamlet and Lettenmaier, 1999; Snover et al., 2003). In 
the delta method, projected changes in precipitation and temperature, as 
determined by GCM simulations, are applied to the historical record at 
the resolution of hydrologic models. We used regional projected monthly 
changes derived from a total of 39 climate ensembles (described in Section 
2.2.2). We performed hydrologic simulations using the historical record 
perturbed by these monthly changes and then evaluated impacts of climate 
change on a number of hydrologic variables.
There are three previously established ways to develop climate change 
scenarios based on GCM output and may be used in off-line hydrologic 
simulations. As noted above, the delta method simply applies changes in 
temperature and precipitation from the GCM to historical inputs or inputs 
derived from historical data, which in turn are used to force the hydrological 
model in the same way that simulations using historical forcings are 
performed. This approach was used by Hamlet and Lettenmaier (1999). 
The second approach uses transient projections of future climate from 
GCMs statistically downscaled to the spatial resolution of the watershed 
model and from a monthly to daily time step. This approach was used 
by Christensen et al., 2004 and Christensen and Lettenmaier (2007) in 
the Colorado River basin, Van Rheenen et al. (2004), Maurer and Duffy 
(2005) in the Sacramento and San Joaquin basins of California, Payne et 
al. (2004) in the Columbia River basin, and Hayhoe et al. (2007) over the 
northeastern U.S. All of these studies followed the bias correction and 
statistical downscaling (BCSD) approach described by Salathé et al. 2007, 
Wood et al. (2004), and Wood et al. (2002).  The third approach is to 
utilize regional climate model simulations constrained by GCMs to drive 
hydrologic models. Significant resources are required to implement this 
approach, which have limited its use.
The advantage of the BCSD approach is that it makes direct use of transient 
climate change scenarios and, therefore, incorporates projected changes in 
climate variability. There are, however, some key assumptions in the spatial 
and temporal downscaling that can complicate interpretation of results at 
sub-monthly (e.g., daily or weekly) time steps. In addition, evaluation of 
transient scenarios is complicated by the stochastic element of the transient 
climate variability. Full analysis of this effect requires a large number of 
ensemble members; however, most GCMs archive only a single transient 
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run, and even for those that archive multiple ensembles, the number is 
generally quite small. The primary advantage of the delta method approach 
is that it provides realistic temporal sequencing associated with the historic 
record, while avoiding bias in the GCM simulations. Another advantage is 
that climate change impacts may be evaluated in the context of historical 
events. However, the primary disadvantage is that we do not incorporate 
projected changes in climate variability by the GCMs into the hydrologic 
simulations. The delta method approach is arguably more appropriate for 
this study to evaluate water resource system performance at a sub-monthly 
timestep in a changing climate, as reported in companion papers by Hamlet 
et al. 2009 (this report) and Vano et al. 2008a; b (this report).
We performed hydrologic simulations to evaluate the impacts of climate 
change on statewide hydrology in the 2020s, 2040s and 2080s. The delta 
values represent monthly average changes for each future period over 
the whole PNW and were applied to Washington. The PNW is arguably 
the smallest area that the GCMs are able to resolve and, therefore, 
potential differences in rates of climate change across the State are not 
incorporated. Each future period represents a 30-year average of projected 
climate, for instance, the 2020s are represented by the 30-year average 
climate between 2010 and 2039. Likewise for the 2040s and 2080s, 
these represent the average climate over 30-year periods 2030-2059 and 
2070-2099, respectively. Six composite scenarios were formed following 
methods outlined by Mote and Salathé, 2009 (this report). In particular, for 
each 30-year time period and each month, we computed domain-average 
precipitation and temperature changes.  Unlike Mote and Salathe (2009, this 
issue), we assume equal weighting of each climate change scenario for this 
study because, as similarly found by Brekke et al. (2004), the weighting of 
scenarios is largely dependent on the criteria used. In accordance with the 
delta method approach, we perturbed the entire spatially gridded record 
of observed historical daily precipitation and temperature (1916-2006) by 
the projected change for the corresponding month (12 values for each of 
precipitation and temperature), for each of the three future periods.
In addition to performing hydrology simulations over the Washington using 
composite scenarios, we also performed simulations using 39 individual 
scenarios of 2020s climate over focus watersheds of the Yakima River 
basin and the Puget Sound for each of the GCMs. These focus watersheds 
are further described below.

2.3. Focus Watersheds

We evaluated in more detail the impacts of projected future climate change 
on the hydrology of three key areas: The Puget Sound drainage basin, 
the Yakima River basin, and the Columbia River basin. The three focus 
regions are shown in Figure 1.
The Columbia River basin is one of our focus basins because it drains the 
eastern 2/3 of the state, as well as much of Idaho, part of British Columbia, 
and 2/3 of Oregon. In addition, roughly 70 percent of the electrical energy 
consumption within the State of Washington is derived from hydropower, 
most of which comes from the Columbia River (Bonneville Power 
Administration 1994). Detailed analysis of impacts on the Columbia River 
in the context of hydropower production are presented in a companion 
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paper, Hamlet et al. (2009, this report).
The Puget Sound basin is bounded to the east by the Cascades and to 
the west by the Olympic Mountains, and covers an area of approximately 
30,000 km2. Its elevation ranges from sea level to 4,400 m. Substantial 
winter snowfall occurs at high elevations, but rarely in the lowlands. Annual 
precipitation ranges from 600 to over 3,000 mm, depending on elevation, 
most of which falls from October to March. The watersheds that make up 
the Puget Sound basin are generally characterized as transient. The Puget 
Sound basin includes more than 69% of the State’s population (based on 
2000 census). Quantification of the region’s future water supply is therefore 
critical to the region’s future growth and ecosystem conservation. We focus 
here on four Puget Sound watersheds that are managed primarily for water 
supply: the Cedar River basin, Green River basin, Tolt River basin, and 
Sultan River basin (Figure 1). In a companion paper (Vano et al., 2008a, 
this report), we use the hydrological sequences described herein as input 
to reservoir simulation models. In this paper, we limit our attention to the 
hydrological projections.
The Yakima River, which drains east through an arid lowland area, supplies 
water to over 180,000 irrigated hectares (450,000 acres). Agriculture in 
the Yakima River basin has changed over time. Land used to grow annual 
crops (e.g. wheat) has decreased, while that used to grow perennial crops 
including apples and grapes has increased. This shift toward perennial 
crops has increased dependence by agricultural producers on reliable 
water supplies (EES, Inc. 2003). Vano et al. (2008b) use the hydrological 
sequences described herein in conjunction with a reservoir simulation 
model of the Yakima River basin to evaluate potential climate change 
impacts on agricultural production in the basin.

3. Model Sensitivities to Changes in Climate

By the 2040s, future regional temperatures are projected to be out of the range 
of historic variability (Mote at Salathé 2009, this report). Further, we lack 
observations to evaluate the sensitivity of hydrologic models to projected 
changes in climate, which makes evaluating confidence in predicting 
impacts difficult. The need for “validation” of hydrological models is widely 
accepted in the hydrological literature, and it is usually performed by using 
split sample methods first to estimate model parameters, and then to evaluate 
model performance (see e.g. Refsgaard and Storm, 1996). However, a 
similar structure for evaluation of model sensitivities, such as how much 
runoff will change for a given amount of warming, is often lacking. Dooge 
(1992) suggested a framework for assessing hydrological sensitivity to 
climate change, via what is referred to as elasticity, or the fractional change 
in runoff compared to the fractional change in precipitation (precipitation 
elasticity) or potential evapotranspiration (PET elasticity). Here we focus 
on precipitation elasticity, which can be evaluated, on an annual basis, 
from historical observations of streamflow (or runoff) and precipitation. 
Simulated runoff may be used as a surrogate for streamflow in calculation 
of elasticity because, on an annual basis, the difference introduced by the 
time lag of streamflow routing is negligible. Previous studies show that 
precipitation elasticities performed on the same watershed using different 
hydrologic models can lead to different results. For example, the results 
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from Nash and Gleick (1991) and Schaake (1990) for the Colorado River 
differ in their precipitation elasticities by a factor of about two.
Sankarasubramanian et al. (2001) suggested a non-parametric, robust, and 
unbiased elasticity estimator which summarizes sensitivity of streamflow 
to changes in precipitation, which yields similar results for a wide range of 
hydrologic model structures. Their estimator of the streamflow elasticity 
to precipitation is:
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where Qt and Pt are annual streamflow and precipitation, respectively, and 
and are the long-term mean annual streamflow and precipitation.
A result of the Sankarasubramanian et al. (2001) work was a contour map 
for the continental U.S. of (annual) streamflow elasticities to precipitation. 
The map shows streamflow elasticities in the range 1.0-2.0 for much of 
Washington State. In other words, a given fractional change in precipitation 
would result in a one- to two-fold fractional increase in streamflow. 
Using eq. 1, we evaluated observed and simulated runoff elasticities to 
precipitation for 6 locations within the Yakima watershed and 6 in the 
Puget Sound basin. These locations are noted in Figure 1 (overview map) 
and are defined in Table 1. Elasticities for the Yakima River watersheds 
were calculated using results from the VIC model, while elasticities for the 
Puget Sound were calculated using the DHSVM model.
Analysis of temperature sensitivities is slightly more complicated. In the 
Dooge (1992) formulation, streamflow elasticities to precipitation and 
potential evaporation are described and these are used as a measure of 
model sensitivity. However, potential evaporation is a computed, rather 
than observed, quantity. In general, it depends on net radiation, vapor 
pressure deficit, wind, and land surface properties such as roughness 
length. Several of these quantities are temperature dependent. Furthermore, 
hydrological sensitivities to temperature are generally much more subtle 
than to precipitation, and they are difficult to estimate from observations 
because precipitation effects dominate the results. Instead, we computed 
runoff sensitivity to temperature in two ways. The first is a fixed temperature 
increase, in which both daily maximum and minimum temperature 
were increased by 1°C. In the Maurer et al. (2002) formulation of land 
surface forcing variables, downward solar radiation is indexed to the 
daily temperature range, hence for the same increase in Tmin and Tmax, 
downward solar radiation is constant (however, net longwave radiation, 
as well as vapor pressure deficit, both change). Such a fixed temperature 
increase was used to develop delta method scenarios in this study. 
The second computation also changes the daily average temperature by 
1°C, but leaves Tmin unchanged, while increasing Tmax by 2°C. This 
has the effect of increasing downward solar radiation, but leaving the dew 
point (which is directly related to the daily minimum temperature in the 
model) unchanged. Meehl et al. (2007) summarizes projected changes in 
the global diurnal temperature range (i.e. difference between Tmax and 
Tmin). Although this range is expected to change over parts of the globe, 
there is no consensus among GCMs over the direction of change for the 
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Pacific Northwest. Therefore, we decided that it is most appropriate to 
apply the delta method approach using fixed change in Tmax and Tmin.
We analyzed precipitation elasticity and temperature sensitivities for six 
locations in the Yakima River basin, which correspond to the five basin 
reservoir locations, in addition to the Yakima River at Parker (USGS ID 
12505000), which is a key reference station for water management in the 
basin. Observed and simulated precipitation elasticities calculated from the 
historical record for these sites are in close agreement and are summarized 
in Table 3. They range from 1.08 to 1.42 in the Yakima watershed. A 10% 
increase in precipitation causes an increase in runoff of a factor of 1.59 for 
the entire basin (at Parker) to 1.87 for Bumping Lake, which has a small 
contributing area (184 km2) and is at a relatively high elevation (1,030 
m). An average daily temperature increase of 1°C, applied by increasing 
both minimum and maximum temperature (downward solar radiation 
unchanged), reduces basin runoff by approximately 2.45 (Rimrock) to 
5.77% (Bumping Lake) (refer to Table 2, Temperature Sensitivity a). 
Alternatively, the same average daily increase, by altering maximum 
temperature only (constant dew point), reduces runoff by 5.15% (Parker) 
to 9.81% (Bumping Lake) (refer to Table 2, Temperature Sensitivity b).
In the Puget Sound basin, we analyzed six catchments including the Cedar 
River at Renton, (Cedar E), the Cedar River near Cedar Falls (Cedar A), 
Green River near Auburn (Green C), the Green River above Howard 
Hanson Dam (Green A), the Sultan River (Sultan A) and the South 
Fork Tolt River near Index (Tolt A) (see Figure 1 for locations). These 
points are generally located near water supply reservoirs. Precipitation 
elasticity of observed and simulated historical periods at the six sites are in 
agreement (See Table 2) with values ranging from 1.0 – 1.4. An increase in 
precipitation of 10% for the same simulated watersheds (with temperature 
remaining unchanged) causes an increase in runoff by a factor of 1.17 to 
1.63 in the Puget Sound basin. An average temperature increase of 1°C, by 
increasing both maximum and minimum temperature by 1°C (see Table 3, 
Temperature Sensitivity a), results in approximately a 0.7-2.4% decrease 
in the Puget Sound basin streamflows. The same average increase in daily 
temperature applied by increasing the maximum temperature by 2°C and 
leaving the minimum temperature unchanged (see Table 3, Temperature 
Sensitivity b) results in decreases in runoff by 1.5-5.6%.
Runoff sensitivity to temperature change is expected to be higher when 
only Tmax is increased as compared with increasing both the Tmax and 
Tmin. This is expected because the algorithm used to estimate downward 
solar radiation is based on the daily temperature range, and therefore 
downward solar radiation, remains constant when both the maximum and 
minimum temperature are increased. As a result, the change in net radiation 
is generally smaller than when the minimum temperature is left unchanged. 
The basis for different precipitation elasticities and temperature sensitivities 
across sites is less clear. Elasticities are generally higher for Yakima River 
basin sites than for Puget Sound sites, but it is not entirely clear whether 
these differences are related to watershed characteristics or to potentially 
different sensitivities of the two hydrologic models. Precipitation and 
temperature sensitivities calculated above are based on annual changes 
and runoff responses will vary depending on the seasonality of change.
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Site ID Description Basin Area 
(km2) USGS ID

Yakima Basin

BUMPI Bumping River near Nile 184 12488000

RIMRO Tieton River at Tieton Dam near Naches 484 12491500

KACHE Kachess River near Easton 166 12476000

KEEMA Yakima River near Martin 142 12474500

CLERO Cle Elum River near Roslyn 526 12479000

YAPAR Yakima River near Parker 6,889 12505000

Columbia Basin

DALLE Columbia River at  the Dalles 613,827 14105700

Puget Sound Basin

Cedar E Cedar River at Renton 469 12119000

Green C Green River Outlet near Auburn 1032 NA

Cedar A Cedar River near Cedar Falls 106 12115000

Green A Green River above Howard Hanson Dam 573 NA

Sultan A Sultan River 178 NA

Tolt A South Fork Tolt River near Index 17 12147600

Table 2. Summary of analysis locations. Sites with USGS ID of “NA” indicate these are not USGS gage locations.

Site

Observed 
(and Simulated) 

Precipitation  
Elasticity 

Precipitation 
Elasticity 

(10% increase)

Temperature 
Sensitivity (a), 

%/oC 

Temperature 
Sensitivity (b), 

%/oC 

Yakima Basin

BUMPI 1.42 (1.12) 1.87 -5.77 -9.81

RIMRO 1.37 (1.08) 1.65 -2.45 -6.26

KACHE 1.16 (1.23) 1.67 -3.70 -6.36

KEEMA 1.15 (1.19) 1.78 -5.19 -7.56

CLERO 1.12 (1.13) 1.61 -4.01 -6.73

YAPAR 1.32 (1.32) 1.59 -2.84 -5.15

Puget Sound Basin

Cedar E 1.38 (1.22) 1.36 -1.11 -2.99

Green C 1.33 (1.43) 1.63 -2.33 -5.57

Cedar A 1.08 (1.17) 1.28 -1.05 -2.77

Green A 1.42 (1.37) 1.61 -2.42 -5.64

Sultan A 1.06 (1.12) 1.17 -0.69 -1.69

Tolt A 1.12 (1.00) 1.20 -0.66 -1.50

Table 3. Summary of precipitation elasticity and temperature sensitivity at analysis locations. Precipitation elasticity is 
defined as the ratio of the fractional change in runoff to the fractional change in precipitation. Temperature sensitivities are 
defined as the percent change in runoff per 1°C of warming. Temperature sensitivity (a) considers increased daily minimum 
and maximum temperature, while temperature sensitivity (b) considers increased daily maximum temperature.
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4. Results and Discussion

Projections of 21st century climate of the PNW summarized in Mote and 
Salathé (2009, this report) indicate that temperatures will increase an 
average of 0.3°C (0.5°F) per decade. Changes in annual mean precipitation 
are projected to be modest, with a projected increase of 1% by the 2020s 
and 2% by the 2040s. However, the range of projected precipitation shows 
a decrease of almost 11% to an increase of almost 20% by the 2080s, 
underscoring the uncertainty in projections of future precipitation. Projected 
temperature increases, along with changes in seasonal precipitation have 
important implications for hydrologic variables across Washington. In this 
section we summarize impacts of projected changes in climate on a state 
level, as well as the Columbia River watershed, and then provide a more 
focused evaluation of watersheds within the Puget Sound and Yakima 
drainage basins.

4.1. Statewide Climate Change Impacts
4.1.1. Implications of Changes in April 1 Snow Water Equivalent

Many past studies demonstrated that changes in snowpack are a primary 
impact pathway associated with regional warming in the PNW (Lettenmaier 
et al., 1999; Hamlet and Lettenmaier, 1999; Snover et al., 2003). Changes 
in snowpack are affected by both precipitation and temperature, although 
in the 20th century, temperature has been the more important driver (Mote 
et al., 2005; Hamlet et al., 2005; Mote, 2006; Mote and Salathé, 2009, 
this report), particularly in relatively warm areas such as the Cascades. 
SWE on April 1 is an important metric for evaluating snowpack changes 
because in the PNW, the water stored in the snowpack on April 1 is strongly 
correlated with summer water supply.
Figure 5 shows projected changes in April 1 SWE for the 2020s, 2040s, 
and 2080s for the composite A1B and B1 climate conditions, as simulated 
using the VIC model. Results from these hydrologic simulations are 
consistent with previous studies, such as the climate impacts study 
conducted for King County, Washington, which projected a decrease in 
snowpack over the 21st century (Casola et al. 2005). Generally, results 
using the B1 emissions scenario project less significant impacts than those 
using the A1B scenario. Based on composite scenarios for the B1 and A1B 
scenarios respectively, April 1 SWE is projected to decrease by 27 to 29% 
across the state by the 2020s, 37 to 44% by the 2040s and 53 to 65% by 
the 2080s.
Changes in SWE vary by elevation, as Figure 5 suggests. We summarized 
these changes over three bands of elevation, specifically elevations below 
1,000 meters, between 1,000 and 2,000 meters, and above 2,000 meters (see 
Table 4). The results show that the lowest elevations will experience the 
largest decreases in snowpack, with reductions for B1 and A1B emissions 
scenarios, respectively, of 36 to 37% by the 2020s to 62 to 71% by the 
2080s. The reduction of snowpack in the regions of highest elevation is 
projected to be less significant.
Projected changes in snowpack are directly correlated with temperature. 
The greatest sensitivity of snowpack to warming is at temperatures near 
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Figure 5. Summary of projected April 1 snow water equivalent (SWE) for the 2020s, 2040s and 2080s (A1B and 
B1 SRES scenarios) by the VIC model. Percent change values represent spatially averaged April 1 SWE across 
Washington State.
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freezing. Locations with a warmer mean historical winter temperature 
(defined as December through February) are projected to experience 
the greatest reduction of snowpack, while locations with cooler winter 
temperatures are projected to experience more modest reductions (Figure 
6). Projections using the A1B emissions scenario generally show greater 
reductions in snowpack than those using the B1 scenario, especially for 
the 2080s simulations

4.1.2. Implications of Changes in July 1 Soil Moisture

Vegetation and dry land agriculture rely heavily on soil moisture, in 
addition to precipitation, particularly in the arid region of the state (east of 
the Cascades in the Columbia River basin) where summer precipitation is 
low. Soil moisture in snow dominated watersheds (like the Columbia River 
basin overall) tends to peak in spring or early summer, in response to melting 
mountain snowpack. In the summer, lower precipitation (along with clearer 
and longer days) and increased vegetative activity cause depletion of soil 
moisture, resulting in minimum soil moisture values in September.
Simulated soil moisture by hydrologic models is strongly determined by 

Figure 6. Projected change in April 
1 snow water equivalent (SWE) for 
the 2020s, 2040s, and 2080s plotted 
against mean historical winter 
temperature (1916-2006). Individual 
points represent April 1 SWE for each 
of the 91 years simulated by the VIC 
model. Projected values are derived 
using a delta method approach, 
where historical temperature and 
precipitation are perturbed by the 
projected average monthly changes 
in these vales for the 2020s (average 
change from 2010-2039), 2040s 
(average change from 2030-2059), 
and 2080s (average change from 
2070-2099).

2020s 2040s 2080s

% Change in (2010-2039) (2030-2059) (2070-2099)

April 1 SWE A1B B1 A1B B1 A1B B1

< 1,000m
 (< 3,280ft) -37% -36% -54% -46% -71% -62%

1,000 m - 1,999 m
(3,280 ft – 6,558 ft) -27% -25% -42% -34% -63% -51%

>= 2,000 m
(>= 6,558 ft) -17% -15% -29% -23% -54% -39%

Overall -29 -27% -44% -37% -65% -53%

Table 4. Projected changes (%) in April 1 snow water equivalent (SWE) according to elevation using delta method 
composite climate change scenarios (30-year average changes not weighted) for the 2020s, 2040s, and 2080s.
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model assumptions (Liang et al., 1998), but when expressed as percentiles, 
many of these differences are removed (Wang, 2008). For this reason, we 
present projected soil moisture changes across the state as percentiles of 
simulated historic mean soil moisture (1916-2006), where a projected 
decrease in soil moisture is represented by percentiles less than 50 and a 
projected increase is represented by percentiles greater than 50. Specifically, 
we summarize projections of July 1 soil moisture from the VIC model, as 
this is the typical period of peak soil moisture which is critical for water 
supply in the State’s arid regions.
Projections of July 1 total soil moisture change for the composite A1B and 
B1 scenarios are modest but generally show decreases across the State. 
Projected decreases are greater for A1B scenario simulations compared 
with B1 simulations. For the three future periods, soil moisture is projected 
to be in the 38th to 43rd percentile (A1B and B1, respectively) by the 2020s, 
35th to 40th percentile by the 2040s, and 32nd to 35th percentile by the 
2080s, with 50% being equal to mean historical values. However, projected 
soil moisture changes vary on either side of the Cascade Mountains. In 
the mountains and coastal drainages west of the Cascades, warming of the 
climate tends to enhance soil drying in the summer and, in combination 
with reduced winter snowpack and earlier snowmelt, causes decreases 
in summer soil moisture (Figure 7). East of the Cascades, summer soil 
moisture is primarily driven by recharge of snowmelt water into the deep 
soil layers. Increased snowpack at the highest elevations in some parts 
of the Cascades (tied to projected increases in winter precipitation) and 
subsequently increased snowmelt, are likely to cause greater overall 
infiltration. Similar trends east and west of the Cascades were found in the 
study of PNW regional climate change impacts (Casola et al., 2005).

4.1.3. Implications of Changes in Mean Annual Runoff and Streamflow

As noted by Mote and Salathé (2009, this report), there is a wide range 
in projections of future precipitation across GCMs and SRES emissions 
scenarios. Across the 39 scenarios considered in this study (20 GCMs 
and 2 SRES emissions scenarios for all but one GCM), projected annual 
precipitation changes over the PNW range from -9% to +12% for the 2020s, 
-11% to +12% for the 2040s, and -10% to +20% for the 2080s, with modest 
increases projected for the composite scenarios for A1B and B1 (Table 5). 
Although projected increases of annual precipitation are modest, projections 
of seasonal precipitation change indicate increased winter precipitation and 
decreased summer precipitation (Tables 6 and 7). With 75 % of the annual 
precipitation falling between October and March (Snover and Miles, in 
review), cool season precipitation is the primary driver of hydrologic processes 
in Washington and the PNW. Projections of cool season precipitation for the 
composite B1 and A1B scenarios, respectively, range from +2.3% to +3.3% 
for the 2020s, +3.9% to 5.4% for the 2040s, and +6.4% to +9.6% for the 2080s 
(Table 6). Table 5 summarizes the composite projected changes in annual 
precipitation and corresponding state-wide changes in runoff simulated by 
the VIC model. The importance of cool season precipitation to the state’s 
runoff is evident: even with increased temperatures and modest, as opposed 
to significant, annual precipitation increases (and in the case of the 2020s 
for emissions scenario A1B, a slight decrease in annual precipitation) runoff 
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Figure 7. Summary of projected July 1 soil moisture for the 2020s, 2040s, 2080s (A1B and B1 SRES scenarios) as 
percentile of simulated historical mean from 1916-2006 (using the VIC model). Percentiles less than 50 represent 
a decrease in soil moisture, while percentiles greater than 50 show an increase in soil moisture. Reported values 
represent spatially averaged percentile across Washington State.
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2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

Change in 
Temperature +1.1°C +1.0°C +1.8°C +1.4°C +3.2°C +2.3°C

% Change in 
Precipitation +2.3% +3.3% +5.4% +3.9% +9.6% +6.4%

% Change in 
Runoff +10.9% +12.6% +20.5% +16.1% +34.6% +25.6%

Table 6. Summary of composite changes in cool season (October through March) precipitation and runoff across 
Washington using delta method composite climate change scenarios (30-year average changes not weighted) for 
the 2020s, 2040s, and 2080s for SRES A1B and B1 global emissions scenarios.

2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

Change in 
Temperature +1.3°C +1.2°C +2.3°C +1.7°C +3.8°C +2.7°C

% Change in 
Precipitation -4.2% -0.9% -5.0% -1.3% -4.7% -2.2%

% Change in 
Runoff -19.1% -15.8% -28.6% -22.1% -43.2% -33.4%

Table 7. Summary of composite changes in warm season (April through September) precipitation and runoff across 
Washington using delta method composite climate change scenarios (30-year average changes not weighted) for 
the 2020s, 2040s, and 2080s for SRES A1B and B1 global emissions scenarios.

2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

Change in 
Temperature +1.2°C +1.1°C +2.1°C +1.6°C +3.5°C +2.5°C

% Change in 
Precipitation +0.2% +1.9% +2.1% +2.2% +4.9% +3.4%

% Change in 
Runoff 0.0% +2.3% +2.7% +2.2% +6.4% +4.2%

Table 5. Summary of composite changes in annual precipitation and runoff across Washington using delta 
method composite climate change scenarios (30-year average changes not weighted) for the 2020s, 2040s, and 
2080s for SRES A1B and B1 global emissions scenarios.
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increases in all cases. This contrasts with results for precipitation elasticity 
and temperature sensitivities (Table 3) to the extent that on an annual basis, 
the modest precipitation changes coupled with temperature increases should 
have led to runoff reductions. The reason this is not the case is that in the Table 
3 experiments, precipitation changes are uniform over the year, whereas in 
the GCM output (at least for the composites), cool season precipitation, 
which is much more efficient than summer precipitation in terms of runoff 
production due to higher soil moisture storage and lower vegetative water 
demand, increases while summer precipitation decreases.
These results differ from the projected changes in runoff presented by 
Milly et al. (2005), who summarized average changes in runoff over Water 
Resources Regions across the continental U.S. and Alaska, defined by the 
U.S. Water Resources Council for the period 2041-2060, relative to 1901-
1970. Their projections are based on output from 12 IPCC AR4 GCMs and 
the A1B SRES scenario, and showed slight decreases in runoff of 2-5% 
across the PNW. The 12 GCMs they used are a subset of the 21 (IPCC AR4) 
models used in this study. Milly et al. (2005) average over 24 ensembles from 
the 12 models (i.e. for some GCMs, multiple experiments were conducted 
on the same model); however, the number of ensembles was not the same 
for each GCM, which effectively weights some models more heavily than 
others. In addition, Milly et al. (2005) used land surface schemes embedded 
in the GCMs, which are at coarser resolution than the VIC model and do not 
resolve the topography of the PNW.
Projections of streamflow differ from those of runoff because runoff is a 
spatial quantity that is an integral part of the water balance at each hydrologic 
model grid cell and does not incorporate the time lag effects that contribute 
to streamflow. Runoff is useful for evaluating projected basin-wide changes 
as a direct effect of precipitation and snow storage or melt. Streamflow, 
however, is the culmination of hydrologic processes evaluated at a given 
location over time. Figure 8 shows projected mean hydrographs for the 
example rain-dominant, transient, and snow-dominant watersheds in Figure 
4. In the Chehalis River, projected changes to the mean hydrograph are 
minimal. Changes in the mean hydrograph at The Dalles are more apparent, 
including reduced peak flow in the late spring and early summer and 
increased cool season flow in connection with reduced snowpack. Changes 
in the Yakima watershed, a transient rain-snow watershed, are significant, 
indicating a shift to a characteristic rain-dominant watershed by the 2080s. 
Vano et al. (2009b, this report) describes the implications of this change on 
water management in the basin.

Figure 8. Projected average monthly 
streamflow for a rain dominant 
watershed (Chehalis River at Porter), 
transient rain-snow watershed (Yakima 
River at Parker), and snowmelt dominant 
watershed (Columbia River at The 
Dalles). Hydrographs represent monthly 
averages of simulated daily streamflow 
by the VIC model for the historic period 
(1916-2006) and three future periods 
(2020s, 2040s, and 2080s) using the A1B 
SRES scenario.
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4.2. Hydrologic Case Studies

We evaluated impacts of climate change on three focus regions, namely 
the Columbia River Basin, the Puget Sound, and the Yakima River 
basin. Because the Columbia River basin covers approximately 2/3 of 
Washington State, discussion of impacts in this region is incorporated 
into the discussion of statewide impacts above. The other two case study 
watersheds, the Puget Sound and Yakima River basin, are discussed here. 
They are both transient watersheds, meaning they are highly sensitive to 
climate change; however, they differ with respect to their climatic regime 
– precipitation is generally much higher in the Puget Sound basin than 
in the Yakima, particularly its lower reaches. As noted in Section 2.2, 
we used the high resolution DHSVM hydrologic model in the relatively 
small Puget Sound basins, and we used the VIC model in the Yakima.

4.2.1 Implications of Climate Change on Puget Sound Catchments

We examined SWE predictions in the headwaters of the Cedar, Sultan, 
Tolt, and Green river basins. Figures 10 and 11 show simulated historical 
April 1 SWE and predicted change of SWE in the 2020s, 2040s and 
2080s for A1B and B1 SRES scenarios (See Figure 9 for historical April 
1 SWE). In both Figures 10 and 11, the top left illustrates the upper part 
of the Sultan River basin, the top right shows the upper Tolt River basin, 
the middle right shows the upper Cedar River basin, and the lower shows 
the upper Green River watershed. 
In the 2020s, 2040s and 2080s, the largest decrease in SWE occurs in 
the watershed valleys as temperature rises. Upper Cedar and Green 
watersheds have approximately 90% reductions in SWE in the valleys 
starting from the 2020s, while the Sultan and Tolt River basins, which 
are located in higher elevations, have smaller reductions in the 2020s. 
SWE decreases more substantially in the upper parts of all four basins in 
the 2040s, and by the 2080s, SWE is projected to disappear. Generally, 
simulations using the A1B SRES scenario show greater reductions in 
SWE (Figure 10) than those using B1 (Figure 11). 
Projected weekly time series of basin-averaged SWE in the four Puget 
Sound basins from the six composite scenarios described earlier for the 
2020s, 2040s, and 2080s, as well as from all 39 ensemble scenarios for 
the 2020s, are summarized in Figure 12. We summarize the ensemble 
projections through use of a gray swath which spans the range of results 
from the 39 ensembles. Weekly values are summarized according to 
water year, October to September. The figure shows reduction of SWE 
throughout the winter months, compared to historical simulations. Peak 
SWE is projected to shift in all watersheds from near week 26 (late 
March), which is the average historical peak, to near week 23 (early 
March) by the 2020s and 2040s to near week 20 (mid-February) by the 
2080s.
Simulated streamflow at the reservoirs in the four basins shows a consistent 
shift in the hydrograph toward higher runoff in cool season and lower 
runoff in warm season (Figure 13). The winter peaks become higher but 
summer peaks become lower in the 2020s, 2040s and 2080s compared 
to the historical simulation. Into the future, the double-peak hydrograph 
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Figure 9. Historical simulated April 1 snow water equivalent (SWE) in four Puget Sound watersheds (1916-
2006) as simulated by the DHSVM. Watersheds are located in the overview map (smallest watershed is Tolt; 
Sultan, the northernmost watershed is located in the upper left corner; Green watershed is the largest; and, 
the Cedar watershed is in the upper right corner).
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Figure 10. Projected changes in snow water equivalent (SWE) in four Puget Sound watersheds for the 2020s, 2040s, and 2080s 
(A1B SRES scenario) compared with simulated mean historical April 1 SWE (1916-2006) as simulated by the DHSVM. Watersheds 
are located in the overview map in Figure 9 (smallest watershed is Tolt; Sultan, the northernmost watershed is located in the 
upper left corner; Green watershed is the largest; and, the Cedar watershed is in the upper right corner).
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Figure 11. Projected changes in snow water equivalent (SWE) in four Puget Sound watersheds for the 2020s, 2040s, and 2080s 
(B1 SRES scenario) compared with simulated mean historical April 1 SWE (1916-2006) as simulated by the DHSVM. Watersheds 
are located in the overview map in Figure 9 (smallest watershed is Tolt; Sultan, the northernmost watershed is located in the 
upper left corner; Green watershed is the largest; and, the Cedar watershed is in the upper right corner).
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Figure 12. Projected changes in weekly snow water equivalent (SWE) for the 2020s, 2040s, and 2080s (according to water 
year). Results in the top four pairs of panels are based on DHSVM simulations, while the bottom pair of panels are based on VIC 
model simulations. Units are meters. 
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Figure 13. Projected changes in weekly streamflow for the 2020s, 2040s, and 2080s (A1B and B1 SRES scenarios). Results in the 
top four pairs of panels are based on DHSVM simulations, while the bottom pair of panels are based on VIC model simulations. 
Units are cubic meters per second (cms).
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transforms into a single-peak hydrograph associated with increasingly 
rain-dominant behavior. The streamflow timing shift is mainly due to the 
less frequent snow occurrence, and faster and early snow melt in these 
historically snow-rain mixed watersheds. 
To assess the extent climate change might impact the timing of flow, and 
thus annual reservoir storage, we compared the time of year at which 
half of the annual (water year) flow has passed (centroid of timing, see 
Stewart et al, 2005). The centroid of timing (CT) values were computed 
from the 1917- 2006 (water year) weekly average flows. The seasonal 
shift is visible in the CT values (Table 8), which for the A1B emissions 
scenario and 2020s are about 2 weeks earlier for inflows into the Howard 
Hanson Reservoir on the Green River, 5 weeks earlier for Chester Morse 
Reservoir inflows on the Cedar River, and 3 weeks earlier for Spada 
Lake Reservoir on the Sultan River for the 2020s period. CT changes are 
smaller for B1 emissions scenarios. Given the small size (relative to mean 
annual inflow) of all three water supply systems, these shifts suggest 
that there will be increasing challenges in meeting water management 
objectives (Vano et al. 2009a, this report).

Puget Sound Yakima Basin 

Sultan A Cedar A Tolt A Green A YAPAR

Hist 21 24 22 21 30

AIB
scenarios

min 2020s 17 17 17 17 25

avg 2020s 18 19 18 19 27

max 2020s 20 21 20 20 29

2040s 17 18 17 18 24

2080s 16 16 16 17 21

B1
scenarios

min 2020s 16 18 17 18 25

avg 2020s 18 20 19 19 27

max 2020s 20 22 20 20 29

2040s 17 19 18 18 26

2080s 16 17 17 17 23

* Values indicate week numbers within the water year, where:

Week 15 is Jan 7

Week 20 is Feb 11

Week 25 is Mar 18

Week 30 is Apr 22

Table 8. Centroids of streamflow timing based on weekly means for the historical period (water year 1917-2006), 2020s, 
2040s and 2080s. The centroid is calculated as the time of year at which half of the annual (water year) flow has passed.
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4.2.2. Implications of Climate Change on the Yakima Watershed

Projections of change in April 1 SWE over the Yakima River basin are 
summarized in Figure 14 and indicate that for A1B and B1 emissions 
scenarios, respectively, SWE will decrease by 31 to 34% by the 2020s, 43 
to 53% by the 2040s and 65 to 80% by the 2080s. Changes in snowpack 
projected for the Yakima basin are higher than projected average changes 
over the State as a whole (Figure 5). Weekly SWE was calculated for the 
Yakima watershed using results from the VIC model and are summarized in 
the bottom panel of Figure 12. The bottom panel of Figure 12 shows historical 
and projected weekly SWE for the entire Yakima River watershed. The peak 
weekly SWE historically occurs near week 24 (mid-March). Projections of 
weekly SWE for the 2020s indicate that SWE will be reduced by an average 
of 39 to 41% according to A1B and B1 scenarios, respectively. The peak 
week is projected to shift earlier to near week 23 (early to mid-March). By 
the 2040s, SWE will be reduced by 50 to 58% (with a peak projected to 
occur near week 22, or early March), and by 67 to 80% by the 2080s (with 
a peak projected to occur near week 20, or mid-February).
We also summarized projections of weekly streamflow in the bottom panel 
of Figure 13 for the same suite of scenarios evaluated with respect to SWE. 
Peak streamflow historically occurs near week 34 (mid-May) in the Yakima 
River at the USGS gage at Parker. The suite of projections for the 2020s 
indicate that the peak streamflow will not shift significantly; however, 
increased streamflow in winter is expected. By the 2040s, the spring peak 
streamflow is projected to shift earlier near week 30 (mid- to late April) 
and a significant second peak flow is projected in the winter, which is 
characteristic of historically lower elevation transient watersheds. By the 
2080s, a significant shift in the hydrologic characteristics of the watershed 
are projected, as the spring peak is lost and peak streamflow is projected to 
occur in the winter near week 20 (mid-February) which is more characteristic 
of rain dominant watersheds. Thus warming through the 21st century will 
result in increasingly rain-dominant behavior in the Yakima basin. 
Similar to our analysis for the Puget Sound watersheds, we evaluated the 
shift in the CT of flow. CT values were computed from the 1917- 2006 (water 
year) weekly average flows for the unregulated flow of the Yakima River at 
Parker, which provides a representation of naturalized flow throughout the 
basin.  Historically, the CT occurs in mid-April (week 30). In the 2020s 
scenarios, the CTA seasonal shift is visible in the CT values, which for the 
A1B emissions scenario and 2020s is about 3 weeks earlier for both A1B 
and B1 scenarios. In the 2040s and 2080s for the A1B scenarios, flows shift 
by 6 and 9 weeks respectively. For the B1 scenarios, these shifts are 4 weeks 
earlier for the 2040s and 7 weeks for the 2080s. These results are summarized 
in Table 8. These hydrologic changes will have important implications for 
irrigated agriculture in WA (Vano et al., 2009b, this report).

5. Conclusions and Recommendations

Climate change will impact Washington’s hydrologic resources significantly 
over the next century. Sensitive areas, such as transient watersheds will 
experience substantial impacts by the 2020s. Annual runoff across the state 
is projected to increase by 0-2% by the 2020s, 2.2-2.7% by the 2040s, and 
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Figure 14. Projected changes 
in April 1 snow water equivalent 
(SWE) in the Yakima River basin 
for the 2020s, 2040s, and 2080s 
(A1B and B1 SRES scenarios) 
compared with mean historical 
April 1 SWE (1916-2006) as 
simulated by the VIC model.
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4.2-6.4% by the 2080s. These changes are primarily driven by projected 
increases in winter precipitation. April 1 SWE is projected to decrease by 
an average of approximately 27-29% across the state by the 2020s, 37-44% 
by the 2040s and 53-65% by the 2080s, based on composite changes in 
temperature and precipitation as summarized by Mote and Salathé (2008). 
Soil moisture is projected to be in the 38th to 43rd percentile by the 2020s, 
35th to 40th percentile by the 2040s, and 32nd to 35th percentile by the 
2080s, with 50% being equal to mean historical values. 
The effects of climate change on the urban water supply basins of 
Puget Sound and the agriculturally rich area of the Yakima basin will be 
significant. In the watersheds of the Puget Sound, which are characterized 
as transient rain-snow watersheds, snowpack is projected to decrease and 
seasonal streamflow is projected to shift from the characteristic double-
peak to a single-peak, characteristic of rain-dominant watersheds. By the 
2080s, April 1 snowpack in the watersheds will be almost entirely absent.
Projections of weekly SWE over the Yakima basin indicate that it will 
decrease by an average of 39% by the 2020s, 50% by the 2040s, and 70% 
by the 2080s. The suite of projections for the 2020s indicate increased 
streamflow in winter but no significant change in the timing of the peak. 
Yet, by the 2040s, the spring peak streamflow is projected to shift toward 
a characteristic lower elevation transient watershed with two streamflow 
peaks (defined in Section 1). And by the 2080s, the streamflow regime will 
become rain dominant. 
This study utilizes climate change projections from the full suite of 39 
scenarios based on A1B and B1 SRES scenarios using a delta method 
approach. However, further refinement of the statistical downscaling of the 
transient daily climate change projections such that results from coupled 
hydrologic simulations are robust at sub-monthly time scales would be 
beneficial to evaluate the potential changes in the relative variability of 
temperature and precipitation and other related variables. The combination 
of spatial and temporal statistical downscaling can introduce unrealistic 
storm events in the future period. One possible method to eliminate this 
problem is to maintain the historic sequencing of daily variability in the 
transient scenarios through development of a hybrid delta method and 
BCSD approach. These climate change projections would provide a better 
understanding of the uncertainty of future climate and the variability 
of hydrologic processes. Barriers to widespread use of climate change 
projections in water resources studies include the availability of data and 
the knowledge to effectively and appropriately use this information for 
specific watershed studies. The ability to educate the public about the 
implications of climate change is crucial, as our climate system is non-
stationary and we can no longer rely on historical information alone to 
plan for the future.
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Climate Change Impacts on Water Management in the  
Puget Sound Region, Washington, USA
Julie A. Vano1, Nathalie Voisin1, Lan Cuo1,2, Alan F. Hamlet1,2, Marketa McGuire Elsner2, Richard N. Palmer3, Austin 
Polebitski1, and Dennis P. Lettenmaier1,2

Abstract

Climate change is projected to result, on average, in earlier snowmelt and reduced summer flows, patterns that are 
not well represented in the historical observations used for planning and reliability analyses by water utilities. 
We extend ongoing efforts in the Puget Sound basin cities of Everett, Seattle, and Tacoma to characterize 

differences between historic and future streamflow and the ability of the region’s water supply systems to meet future 
demands. We use future streamflow simulations for the 2020s, 2040s, and 2080s from the Distributed Hydrology-Soil-
Vegetation Model (DHSVM), driven by climate simulations archived by the 2007 Fourth Assessment Report (AR4) 
of the Intergovernmental Panel on Climate Change (IPCC). We use ensembles of streamflow predictions produced 
by DHSVM forced with multiple downscaled ensembles from the IPCC climate models as inputs to reservoir system 
models for the Everett, Seattle, and Tacoma water supply systems. Over the next century, under average conditions 
all three systems are projected to experience a decline and eventual disappearance of the springtime snowmelt peak 
in their inflows. How these shifts impact water management depends on the specifics of the reservoir system and their 
operating objectives, site-specific variations in the influence that reductions in snowmelt have on reservoir inflows, 
and the adaptive capacity of each system. Without adaptations, average seasonal drawdown of reservoir storage is 
projected to increase in all of the systems throughout the 21st century. The reliability of the three water supply systems 
in the absence of demand increases is, however, generally robust to climate changes through the 2020s, and in the 
2040s and 2080s reliability remains above 98% for the Seattle and Everett systems. With demand increases, however, 
system reliability is progressively reduced by climate change impacts.

1. Introduction

The Puget Sound basin receives most of its precipitation in the winter, whereas municipal water use is greatest in 
the summer. Most of this incremental increase in demand is for residential and commercial landscape irrigation. In 
the Pacific Northwest, heavy winter precipitation poses challenges in managing floods while extended periods of 
low precipitation in summer and early fall pose challenges in meeting municipal water demands and in maintaining 
instream flows for environmental purposes. Water managers rely on reservoirs and storage of winter precipitation in 
mountain snowpack to provide inflows into reservoirs and to maintain instream flows in the summer and fall. Climate 
change is predicted to result in warmer temperatures that will reduce snowpack and cause earlier snowmelt runoff, 
reduced summer flows, higher winter flows (Mote et al. 2005, Milly et al. 2005, Knowles et al., 2006, IPCC, 2007, 
Cuo et al. 2008a) and a general loss of stationarity of the climate system (Milly et al., 2008). Therefore, managing 
water supply systems to provide sufficient water throughout the summer may become more challenging. 
Municipal water suppliers in the Puget Sound basin have already taken steps to evaluate the implications of possible 
future climate conditions on the reliability of their systems (Palmer, 2007; SPU, 2007). Wiley and Palmer (2008) used 
downscaled output from four IPCC (2007) General Circulation Models (GCMs), specifically ECHAM4, HadCM3, 
GFDL_R30, and PCM models, to evaluate the potential impacts of climate change in the 2020s, and 2040s on the Seattle 
water supply system. Traynham (2007) used downscaled output from three different IPCC (2007) GCMs (GISS_B1, 
ECHAM5_A2, and IPSL_A2 models) to evaluate the potential impacts of climate change on the Seattle, Tacoma, and 
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Everett water supply systems (Figure 1). Polebitski et al. (2008) extended 
this work to include the proposed White River water source that would 
use Lake Tapps water to serve members of the Cascade Water Alliance, 
which includes municipalities in the rapidly growing areas east of Seattle, 
and would assume some of Seattle’s future water demand. Taken together, 
the results of these three studies suggest that projected climate change may 
impact the yield of each system, that each system will respond differently, 
and that changes in system operating policies can help to mitigate impacts 
of climate change. 
We build on these previous efforts to include more information about the 
range of potential effects of climate change on water supply systems in the 
Puget Sound basin and compare these potential hydrologic changes with 
changes in water demand. A major advance in this study as compared with 
previous efforts is the use of the full suite of GCM output that was archived 
by the IPCC (2007). Previous studies in general have not had access to such 
a large number of simulations of future climate, and therefore have not been 
able to incorporate the range of uncertainty represented by climate model 
simulations. For instance, Payne et al. (2004), Christensen et al. (2004), and 
Van Rheenen et al. (2004) all used downscaled output from a single GCM. 
More recent studies, prepared as the 2007 IPCC output began to be archived, 
have used what is sometimes termed a multi-model ensemble approach – 
that is, hydrologic, and water resources simulations, are performed using 
multiple climate model output sequences, or ensembles. Maurer (2007), in a 
study of hydrologic impacts of climate change in California, used 11 models 
and 2 global emissions scenarios. Christensen and Lettenmaier (2007) used 
essentially the same GCM ensembles and emissions scenarios in a study 
of the hydrologic and water resources sensitivity to climate change in the 
Colorado River basin. Hayhoe et al. (2007) used nine GCM ensembles 
and three emissions scenarios in a study of the hydrologic sensitivity to 
climate change in the northeastern U.S. In this analysis, we use A1B and 
B1 IPCC emissions scenarios with 20 and 19 GCM models for A1B and 
B1 respectively. Mote and Salathé (2009, this report) provide details of 
IPCC emissions scenarios and discuss why these emission scenarios were 
selected. The larger number of GCM ensembles that we were able to include 
here allows us to develop a better understanding of the variability and 
especially the range of uncertainties of simulations of hydrology that may 
accompany future climate emissions scenarios, and the resulting impacts 
on water management. The ensemble members are taken as equally likely 
representations of future climate. In that respect, they are our best current 
basis for characterizing the uncertainty in future climate simulations, 
although they do not necessarily cover the entire range of future possibilities. 
For a further discussion of this point, the reader is referred to Mote and 
Salathé (2009, this report). 
Our study follows closely on the work of Traynham (2007). We use the 
same reservoir system models for the Everett, Seattle, and Tacoma water 
supply systems and the same hydrological model (Distributed Hydrology-
Soil-Vegetation Model). However, we have enhanced the long-term data 
sets used to force the hydrologic models considerably. The distributed 
spatial resolution is higher (we use a 1/16th degree latitude-longitude daily 
historical data set), and the base period is much longer than was previously 
available (1917 to 2006). Furthermore, adjustments to the data have been 
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incorporated to avoid spurious trends in the historic record. Elsner et al. 
(2009, this report) describe these improvements in an accompanying paper. 
In this paper, we first describe briefly the three water supply systems that 
were analyzed, and water management models of each of the three systems. 
We then use the models to explore how without adaptations the performance 
of the three systems is expected to respond to changes in climate over the 
next century and to changes in water demand.

2. Site Descriptions

Cascade Mountain precipitation is the source of most of the water used by 
the major population centers of the Puget Sound, including King County 
(Seattle and Bellevue), Pierce County (Tacoma), and Snohomish County 
(Everett). In all three systems snowpack plays an important role in shaping 
the seasonal cycle of reservoir inflows. The Snohomish (including the 
Sultan and Tolt Rivers), Cedar, and Green River basins (Figure 1, Table 1), 
provide water to Everett (Sultan River), Seattle (South Fork Tolt and Cedar 
Rivers), and Tacoma (Green River). These three water supply systems each 
have unique physical characteristics, management histories, and operating 
objectives. These factors also determine how these basins are impacted 
by and may be able to adapt to climate change. One important indicator 

Figure 1. Watersheds 
for the Everett, Seattle, 
and Tacoma water 
supply systems.
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of the susceptibility of these systems to climate change is how strongly 
the seasonal runoff cycle is affected by snow accumulation and melt. For 
strongly snow-affected basins, the extent to which the basin is likely to 
transition along the continuum from snow-dominated to mixed rain-snow 
to rain-dominated (see Elsner et al. 2009, this report) suggests how average 
seasonal hydrographs may shift. The size of the reservoir storage capacity 
relative to mean annual inflow, the relative amount of spring and summer 
inflow, the municipal and industrial (M&I) and instream flow demands, and 
the overall adaptive capacity of the water system, including the system’s 
decision-makers, are also key determinants of how each of the systems 
might respond to climate change. Systems within the Puget Sound basin, 
compared to reservoirs elsewhere in the western U.S., have little carry-
over storage from year-to-year. Characteristics for each of the systems are 
summarized below.

2.1. Everett Supply System 

The Jackson Hydroelectric Project is the source of most of the city of Everett’s 
water supply. The City of Everett and the Snohomish County Public Utility 
District #1 (SnoPUD) are co-managers of the system. SnoPUD operates 
the Jackson projects for a variety of purposes during different times of the 
year, including hydropower production, water supply, flood control, and 
maintenance of environmental flow targets. Water is diverted from Spada 
Lake through a 13 km tunnel system to the 112 MW capacity Jackson 
Powerhouse. A portion of this water is provided to Lake Chaplain for 
Everett’s water demand. They are currently providing 3.9 cms (cubic meters 
per second) (88 million gallon days (mgd)) and are anticipated to increase 
in the future (Traynham, 2007; SnoPud, 2008)). Under the system’s recent 
FERC relicensing (Snohomish Public Utility Dist 1 and City of Everett, 
2006), the system must be operated to protect and enhance instream fish 
habitat, and to mitigate turbidity effects of the reservoir and hydropower 
systems. Recently, Jackson Hydropower Project operators partnered with 
the University of Washington to assess methods for optimizing hydroelectric 
generation with climate and energy forecasts in real time (Alemu, 2008).

   total capacity active capacity ratio of 
storage to 
demand

people 
served

firm yield in 
2006B

  Reservoir (1000m3) (acre-ft) (m3) (acre-ft) (cms) (mgd)

Everett
550000 C 8.8 200

Spada 188,700 153,000 169,500 137,400 1.56

Seattle

Chester Morse 104,400 84,600 59,800 48,500 A 0.42
1,350,000 7.5 171

South Fork Tolt 71,400 57,900 52,000 42,200 A 0.85

Tacoma

  Howard Hanson 130,700 106,000 68,600 55,600A 1.46 302,000 4.6 105
A active capacity as parameterized in reservoir model without adaptations
B data from Miller (2008)
C personal communication with Jim Miller, January 2009.

Table 1. Reservoir system statistics.
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2.2. Seattle Water Supply System

The Seattle water supply system consists of the Chester Morse reservoir 
on the Cedar River, and the South Fork Tolt reservoir, as well as several 
relatively small groundwater sources. The system is managed by Seattle 
Public Utilities (SPU) for various objectives, the most important of which 
are municipal and industrial water supply and environmental flows (SPU, 
2007). About 70% of the system’s demand is provided by Chester Morse 
Reservoir, and the balance by the South Fork Tolt and other sources. 
The system currently serves over 1.3 million people. Despite population 
growth, total water use has declined from 7.5 cms (171 mgd) in 1989 due to 
system savings, aggressive conservation programs and price increases for 
both water supply and wastewater treatment (wastewater treatment charges 
for residential customers are linked to water consumption, and typically are 
about double the cost of water). System-wide demand is projected to stay 
below 6.6 cms (150 mgd) through mid-century due to expected reduction 
in wholesale sales to a group of suburban water users known as the Cascade 
Water Alliance and a policy commitment to pursue additional conservation 
programs to be implemented through 2030 that are projected to save an 
additional 0.7 cms (15 mgd). The Cascade Water Alliance expects to 
develop its own supplies that will ultimately satisfy 1.1 cms (25 mgd) by 
2049 (Traynham, 2007). In addition to water supply, the Cedar River and 
South Fork Tolt River reservoir systems are operated to meet minimum in-
stream flows to support salmon spawning and rearing (SPU, 2007).

2.3. Tacoma Supply System

Tacoma receives its water supply primarily from the Green River, a portion 
of which can be stored in the Howard Hanson Reservoir, with groundwater 
providing about 10% of water deliveries on an annual average basis. The 
reservoir, built in 1962, is operated by the U.S. Army Corps of Engineers, 
primarily for flood control purposes. The Green River drainage to Howard 
Hanson is much larger than that of any of the other systems. The first water 
right for flows in the Green River is for municipal water supply so water 
is passed through the reservoir for that purpose. The First Diversion Water 
Right (FDWR) of 3.2 cms (113 cfs) was supplemented in 1995 with a 
Second Diversion Water Right (SDWR) for a maximum of 2.8 cms (100 
cfs) also for consumptive use. The SDWR has instream flow limitations, 
although both diversion rights are constrained by the guarantee of minimum 
instream flows at Auburn (Green C in Figure 1). The capacity of Howard 
Hanson Reservoir is 131 million cubic meters (mcm), or 106 thousand acre-
feet (taf), of which conservation is allocated 41 mcm (33.2 taf) for sustaining 
fish populations and the ecologic health of the river. Whereas, the city of 
Tacoma and its partners are allocated a total of 24.7 mcm (20 taf) for water 
supply. An ongoing project is intended to raise the pool 3.3 m (10 ft) to 
an elevation of 359 m (1,177 ft) to provide additional water storage for 
municipal water supply (USACE, 2008). Like the other systems, because of 
water conservation measures, Tacoma experienced its demand peak in 1989. 
In the future, Tacoma projects gradually increasing demands after the 2020s 
(Traynham, 2007). The project also includes increases in storage and fish 
enhancements to improve habitat and fish passage (USACE, 2008).
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3. Approach

We extended the multi-model ensemble approach as previously implemented 
by Christensen and Lettenmaier (2007), Hayhoe et al. (2007), and Maurer 
(2007) to explore climate impacts on the three reservoir systems (Figure 2). 
We used a physically-based hydrologic model driven by atmospheric forcings 
(precipitation, temperature) downscaled from GCM output as described in 
further detail in Elsner et al. (2009, this report). Our downscaling method 
consisted of the so-called delta method, in which the (daily) historic record 
of observations is perturbed by an additive (daily temperature maxima and 
minima) or multiplicative (daily precipitation) amount that is constant for 
each month in the 2020s (representing monthly averages from the transient 
GCM records from 2010-2039 for both A1B and B1 emission scenarios), 
2040s (2030-2059) and 2080s (2070-2099) respectively. We removed 
bias attributable to uncertainties in the hydrological model, parameters 
and meteorological forcings (see Elsner et al., 2009, this report) using the 
quantile mapping method described in Snover et al. (2003) and Wood et al. 
(2002).  Elsner et al. (2009, this report) describe the hydrologic simulations 
resulting from application of the delta method to develop inflow sequences 
for the Distributed Hydrology-Soil-Vegetation Model (DHSVM) for each 
of the three watersheds, all of which were based on the historical period 
from 1916 to 2006 (water years).
Simulations were performed for six composite delta scenarios (in which 
the delta values were averaged over all 20 (A1B) and 19 (B1) emissions 
scenarios for the 2020s, 2040s, and 2080s). Simulations were also performed 
for the 39 individual GCMs in the 2020s time period. The A1B emissions 
scenario is similar to what is sometimes termed a ‘business as usual’, whereas 
the B1 emissions scenarios represents the effects of more resource-efficient 

Figure 2. Multi-model process. 
Schematic of how climate model 
projections, hydrologc model, and 
water management models are 
connected.
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technologies intended eventually to stabilize greenhouse gas emissions at 
550 ppm by 2100 (IPCC, 2007). However, for practical purposes, through 
about 2050, the two emissions scenarios are quite similar.
It is important to recognize that the delta method for downscaling results 
in hydrologic simulations that are quasi-stationary for the climate of the 
reference year – that is, a 2020s A1B simulation is effectively a 1916-2006 
period with perpetual 2020s climate with A1B emissions. While this is 
artificial (and is to be contrasted with the transient approach used in other 
recent studies, such as Christensen and Lettenmaier (2007), Maurer (2007), 
and Hayhoe et al. (2007), it does have the advantage that transient changes 
in hydrology are not confounded with natural variability. For each water 
management model, simulations were evaluated by comparing historical 
flow (simulated flow using observed climate) with observed streamflow for 
the historical period, and then by comparing simulated reservoir storage 
generated using both historical and observed inflows as input to the water 
management (reservoir) model. Once we were satisfied that reservoir model 
performance for the historical period was comparable using simulated and 
observed flows (Section 4.1.1), we performed reservoir model simulations 
with the hydrology model output produced using the downscaled climate 
change forcings (Section 4.1.2).

3.1. Hydrologic Simulations

Historical and future streamflow simulations for the 2020s, 2040s, and 
2080s were performed using the Distributed Hydrology-Soil-Vegetation 
Model (DHSVM) as described in Elsner et al. (2009, this report) and Mote 
and Salathé (2009, this report).  Future climate is projected to have additive 
temperature and multiplicative precipitation changes as summarized in 
(Table 2) that result in hydrologic changes. 
Water management models that require daily inflows are particularly 
sensitive to small biases that may be introduced by hydrologic simulations. 
For example, an unrealistic sequence of low flows may result in system 
shortfalls, whereas if actual flows have more variability the system can 
recover before shortfalls occur. For this reason, simulated inflows were bias 
corrected at locations used in the management models in such a way that 
the probability distributions of the historical simulated values matched those 
of the observations. This adjustment was performed for all reservoir inflow 
values, which included two inflows in the Green River basin, five in the 
Cedar, three in the Tolt, and five in the Sultan. Elsner et al. (2009, this report) 
provide more details on how well historical runs represent hydrology prior 
to bias correction. After bias correction, reservoir inflows closely match 
observations (Figure 3).  
As described in Elsner et al. (2009, this report) DHSVM was calibrated for 
a 10-year period at upstream gages in the Cedar (USGS Gage 12115000, 
Cedar River near Cedar Falls), Green (USGS Gage 12104500, Green River 
near Lester), Snohomish (USGS Gage 12141300, Middle Fork Snoqualmie 
River near Tanner), and S.F. Tolt River (USGS Gage 12147600, South Fork 
Tolt River near Index). When observed values were not available, historic 
records were reconstructed. During the calibration period, the relative error 
in annual mean streamflow ranged from -10 to 2% (See Elsner et al. 2009, 
this report). 
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3.2. Water Management Modeling 

Daily streamflow (1916-2006) from the DHSVM simulations was used as 
input to water resources models (WRMs) that simulate the operations of the 
three reservoir systems. Water year 1916 was used as spinup for the WRMs 
and 1917-2006 was used for the analysis. The models are essentially the 
same as in Palmer (2007), Traynham (2007), and Polebitski et al. (2007). 
All WRMs run at a daily time step using GoldSim software. GoldSim is 
an object-orientated language tailored to represent reservoir systems that 
serve diverse needs such as municipal supply, flood control, environmental 
flows, and hydroelectric power.  Inputs to the reservoir models include flows 
into the reservoirs as well as intervening flows to the system between the 
upstream inflow points and specified downstream control points (Figure 1). 
In the case of the Tacoma system, there are two inflows: flows into Howard 
Hanson Reservoir (Green A) and the difference between Green C and Green 
B. The Seattle model has two inflows above its two reservoirs (Tolt A and 
Cedar A) and four intervening flows on the Cedar and two on the Tolt. The 
Everett model has two reservoir inflows (Sultan A and Sultan C) and three 
intervening flows. A description of these inflow locations and information 
from the Water Supply Planning Process for the Puget Sound region is 
contained in O’Neill and Palmer (2007). More detailed descriptions of each 
model have been prepared by the Water Resources Management and Drought 
Planning Group for the Seattle system (Traynham and Palmer, 2006), for 

2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

% Change 
in Annual 

Precipitation
+0.2% +1.9% +2.1% +2.2% +4.9% +3.4%

% Change in 
Cool Season 
Precipitation

+2.3% +3.3% +5.4% +3.9% +9.6% +6.4%

% Change in 
Warm Season 
Precipitation

-4.2% -0.9% -5.0% -1.3% -4.7% -2.2%

Notes: Cool season defined as October through March, while warm season is defined as April through September.

2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

Change in Annual 
Temperature (°C) +1.18 +1.08 +2.05 +1.57 +3.52 +2.49

Change in 
Cool Season 

Temperature (°C)
+1.05 +1.01 +1.83 +1.42 +3.24 +2.33

Change in 
Warm Season 

Temperature (°C)
+1.31 +1.16 +2.26 +1.71 +3.79 +2.66

Table 2. Climatic changes in annual precipitation and temperature.
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the Everett system (Enfield and Palmer, 2006), and for the Tacoma system 
(King, 2006).
Our focus in this study is on the effects of changes in supply and demand as 
related to a reference (current climate, defined as 1917-2006) simulation. 
For this reason, the existing reservoir models were used as described in 
the above references, aside from limited alterations to allow batch mode 
processing to automate the multiple runs for the three water management 
models. It is important to note that adaptations and alterations of reservoir 
operating policies is an ongoing process; the representations of the three 
systems, as detailed in Section 2, does not include various alternatives being 
considered by the water utilities (i.e. optimizing hydroelectric generation 
with climate and energy forecasts). In addition to investigation of changes 
in reservoir inflows, the impact of concurrent changes in customer-driven 
demands was also evaluated. Techniques used to forecast future water 
demands may be significantly impacted by water pricing policies, water 
conservation efforts, changing technologies, and water reuse. Therefore, 
to investigate demands, we did not explicitly represent these changes but 
rather looked at the sensitivity of each system by increasing and decreasing 
current demands by 10%, 25% and 50% (Table 3).  These values can then 
be compared with ongoing efforts by Central Puget Sound Water Suppliers’ 
Forum (2009) to assess future demands.
To assess the performance of DHSVM inflow locations for the water 

Figure 3. Historical reservoir inflows 
and storage. Reservoir inflows (left) 
and reservoir storage (right) for the 
three municipalities. In both graphs, 
the lines represent weekly averages. 
Bars on the right indicate box and 
whisker plots for individual months.

115CHAPTER 3: Hydrology and Water Resources: Puget Sound



management models, in the Green River basin we used flows provided 
by the U.S. Army Corps of Engineers and U.S. Geological Survey from 
1962 through 2004. In the Cedar and Tolt River basins we used observed 
and intervening flows estimated by the U.S. Geological Survey and Seattle 
Public Utilities for October 1928 through September 2003. In the Sultan 
River basin we used flows that were simulated as part of the Water Supply 
Planning Process for the Puget Sound region for the Sultan River from 
October 1928 through September 2003 (Palmer, 2007). As shown in Figure 
3, reservoir system performance, simulated using the two sets of reservoir 
inflows, is quite similar not only in terms of (weekly) average values but 
also as indicated by interannual monthly storage variability. Reliability 
measures, not shown, are also in close agreement.
Following performance evaluation for the historical reference periods, the 
water management models were run with inflows that resulted from forcing 
DHSVM with downscaled output from the various climate change models 
(20 A1B and 19 B1 models for 2020s, and composite flows for both A1B 
and B1 for the 2020s, 2040s, and 2080s). Hereafter we refer to a simulation 
using a water resources model forced with simulated historical flows as 
the “historical” simulation. We refer to “observations” as the simulation 
model output when forced with observed flows, and “climate change” runs 
as simulations when forced by predicted flows for a given climate change 
scenario. Output metrics for each reservoir system are quite different. 
While comparisons of relative changes across water systems adds insights 
into their susceptibility to climate change, it is important not to compare 
absolute values between systems because they all differ significantly in 
their operations and management goals.
In our presentation of results, years indicate water years (October - 
September). Most analyses are on weekly time steps with seasonal values 
reported as weekly averages. When weeks are numbered, they start on 
October 1 (see also Table 4).  

4. Results
4.1. Seasonal Timing

In reservoir systems that depend on snowpack to enhance reservoir 
storage, delayed snowmelt results in greater effective storage capacity. In 
a warming climate, seasonality of streamflow may shift substantially, with 
more flow occurring on average in the winter due to precipitation falling 

Table 4. Week number 
designations.

week 
number date

1 1-Oct

5 29-Oct

10 3-Dec

15 7-Jan

20 11-Feb

25 18-Mar

30 22-Apr

35 27-May

40 1-Jul

45 5-Aug

50 9-Sep

Table 3. Current and future water demands in cms (and mgd), as simulated in reservoir models.

  50% 75% 90% 2000s 110% 125% 150%

Everett 1.9 (44) 2.9 (660 3.5 (79) 3.9 (88) 4.2 (96) 4.8 (110) 5.8 (132)

Seattle  3.2 (74) 4.8 (110) 5.8 (132) 6.4 (147) 7.1 (162) 8.1 (184) 9.7 (221)

Tacoma 1.4 (32) 2.1 (49 2.5 (58) 2.8 (65) 3.1 (71) 3.1 (81) 4.2 (97)

* Values for the 2000s provided by utilities as outlined in Traynham (2007).  

116 CHAPTER 3: Hydrology and Water Resources: Puget Sound



as rain rather than snow, and a decline and possible disappearance of the 
spring snowmelt peak. Elsner et al. (2009, this report, Figure 10) provide 
a more detailed description of how the rivers that provide water for the 
Seattle, Tacoma, and Everett water supply systems are likely to respond to 
changes in snowpack in a warming climate. 

4.1.1. Historic Reservoir Inflows and Storage

Figure 3 compares historical flows and simulated reservoir storage using 
both historical observed streamflows and historical simulations from 
DHSVM. In the Seattle system, seasonal average flows from 1929 to 
2003 into the Chester Morse Reservoir have a well-defined double peak or 
“mixed” hydrograph as defined by Elsner et al. (2009, this report) with the 
first peak occurring on average in early December and the second, larger 
peak in mid-May. The double peak is captured in both the observed and 
simulated historical flows. Simulated storage (total of Chester Morse and 
South Fork (S.F.) Tolt Reservoirs) tracks the rule curve closely in both 
cases, but has less interannual variability in July through November for 
simulated historic, as compared with observed historical flows. Simulated 
inflows have higher minimum values as compared with observations, 
although maximum, 75th percentile, median, and 25th percentile comparisons 
of interannual variability across these 75 years are quite similar. In 
simulations using DHSVM-generated inflows, minimum storages tend 
to be higher than storage levels simulated using the observed inflows. 
Therefore, DHSVM inflows generate storage levels that are somewhat 
more conservative in a relative (simulation comparison) sense. Total 
interseasonal storage variations in Chester Morse and S.F. Tolt Reservoirs 
combined, as simulated by the reservoir model, average approximately 
9.3 mcm (40 taf). In the more rain-dominated Tacoma system, seasonal 
average inflows into the Howard Hanson Reservoir from 1964 to 2004 
are more variable throughout the year than in the Cedar and S.F. Tolt. 
Because this system is primarily operated for flood control, the active 
storage simulated by the reservoir model represents only the amount in 
the system allocated to conservation and municipal uses. Not surprisingly 
given the relatively small storage relative to mean annual inflows, seasonal 
and interannual variability of simulated storage for these purposes is quite 
similar for reservoir simulations that use observed and DHSVM inflows. 
Most interannual variability occurs in February and March, with 14 mcm 
(60 taf) of storage drawn down for wintertime flood control. 
Average inflows from1929 to 2003 into Spada Lake, the largest reservoir 
within the Everett system, have a double peak hydrograph with the largest 
peak occurring on average in early December, and the second, less well-
defined, peak occurring in early June in both inflow datasets.  The system 
has only been in operation since 1965, however, inflow values have 
been estimated from 1929; therefore, the system was simulated for the 
longer period. Simulated storage is more variable between years than for 
the Seattle and Tacoma management systems. These variations reflect 
operating procedures that are less constrained by limited supply and 
high demand, and are determined more by operating considerations for 
hydropower production. 
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4.1.2. Future Reservoir Inflows and Storage

Figure 4 summarizes simulated future climate reservoir inflows and 
reservoir storage. In the Seattle system, the ensemble of climate change 
projections indicates a transition from a double peak hydrograph to one 
that peaks primarily in December. A similar trend in the Cedar and S.F. 
Tolt River hydrographs was reported by Wiley and Palmer (2008). By the 
2020s, composite inflows into Chester Morse Reservoir (black line) already 
have an average December peak that exceeds the spring peak, and the 
range between the minimum and maximum scenario (gray area) deviates 
most during the December peak (by roughly 8.5 cms (300 cfs) as compared 
with 4.2 cms (150 cfs) for the mid-May peak). Shifts in the hydrograph 
become more pronounced throughout the 21st century, and by the 2080s, 
the second, snowmelt peak has disappeared entirely. Hydrograph shifts 
are more pronounced in the A1B emission scenarios, however differences 
for A1B and B1 scenarios are generally similar. In the end of March, all 
future scenario flows transition from being greater than historical to less 
than historical, primarily because of earlier snowmelt. These changes 
translate into an overall decline in simulated storage, especially in June to 
December. On average, without operational adaptations, the summer-fall 
decline (June-October) in storage is 7.4 mcm (6 taf) (ranging from 1.2 to 
17 mcm (1 to14 taf) for the various ensembles) for the 2020s, 9.9 mcm (8 
taf ) for the 2040s, and 18.5 mcm (15 taf) for the 2080s. 
On average, the Tacoma system undergoes flow shifts similar to the Seattle 
system (Figure 4, Howard Hanson graphs). However, because snowpack 
in the Green River above the reservoir are smaller in the current climate, 
the hydrographs are altered less. As with the Seattle system, in the future 
climate simulations flows switch from being greater than historic to less 
at the end of March. The wintertime peak increases about 24 cms (850 
cfs) in the 2080s, whereas summer flows decline by about 1 cms (35 
cfs). These flows result in simulated storage decreases between June to 
October by 3.2 mcm (2.6 taf) for the 2020s composite with a range of 1.7 
to 6.8 mcm (1.4 to 5.5 taf) over ensemble members, 5.6 mcm (4.5 taf) 
for the 2040s composite, and 9.5 mcm (7.7 taf) for the 2080s composite. 
In early spring when conservation and water supply pools are allowed to 
fill, however, future reservoir storage may increase. The largest projected 
increases in storage are in March with increases of 4 mcm (3.3 taf) for the 
2020s composite with a range of 0.25 to 11.3 mcm (0.2 to 9.2 taf) range 
over all ensemble members), and increases of 6.3 mcm (5.1 taf) for the 
2040s composite and 8.8 mcm (7.1 taf) for the 2080s composite. Because 
the Tacoma system is managed in the winter for flood control, storage 
is drawn down quickly until March. For this reason, storage differences 
between A1B and B1 scenarios are slight, although as expected B1 mean 
storage is slightly closer to historic than is A1B.
The Everett system has the same general hydrograph shifts in seasonal 
reservoir inflows as Seattle and Tacoma. The early December peak 
increases by as much as 17 cms (600 cfs) and the snowmelt peak declines 
by as much as 14 cms (500 cfs) by the 2080s resulting in a primarily 
winter-flow driven system. The shift from flows being greater than historic 
to less occurs in early April. As a result, simulated future storage values 
in the Spada Reservoir transition from being greater than historic to being 
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Figure 4. Future projections of reservoir inflows and storage. The red line indicates historical weekly 
averages from 1917-2006. Future projections are weekly averages across a similar time period that is 
representative of the 2020s (black line is the composite and the gray area represents the range of the 
in ensembles), the 2040s (gray line), and 2080s (dotted gray line). Week one begins on October 1.
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less than historic at the end of April. Projected future reservoir inflows are 
greater than historic values by a maximum annual difference of 10.5 mcm 
(8.5 taf) in the 2020s A1B composite, 16.2 mcm (13.1 taf) in the 2040s, 
and 22.0 mcm (17.8 taf) in the 2080s.  B1 scenarios have slightly smaller 
future changes, but again, the differences between A1B and B1 scenarios 
are slight. Winter storage in this system is more variable than for the Seattle 
or Tacoma systems as a result of the multiple reservoir operating purposes 
and generally large storage relative to water supply demand. For instance, 
as shown in Figure 3, Spada Reservoir storage in the month of January 
varies by as much as 76.4 mcm (61.9 taf) in the simulated 90-year period 
with typical year-to- year variations in the 125.8 to 150.5 mcm (102 to 122 
taf) range (the 25th and 75th quantiles).

4.2. Municipal and Industrial Water Supply

Each of the three systems is impacted by shifts in its average seasonal 
inflow pattern, although the magnitude of the impact depends on numerous 
conditions including reservoir capacity, systems demands, the extent to 
which each system relies on a gradually melting snowpack to retain water 
from the winter to the summer, the adaptive capacity of each system, and 
specifics system operations (including objectives other than water supply). 
We explored the interaction of some of these factors as they are related to 
system reliability and reservoir storage change. We first analyze how the 
reliability of the systems change with water demand held constant at 2000s 
values (Section 4.2.1). We then compare these results with simulations 
when demands increase and decrease by 10%, 25%, and 50% for each 
climate change scenario (Section 4.2.2).

4.2.1. System Reliability

A system’s ability to meet its demands, whether for instream flow 
requirements or consumptive use by water users, is necessary for long-
term water planning. We calculate reliability on an annual basis to reflect 
the likelihood of meeting all demands during a water year (Tables 5a and 
5b). In the Seattle system, we measure reliability as the percent of years 
within the model of which there were no municipal and industrial delivery 
shortfalls. The Tacoma system is operated with water allocated for multiple 
goals from multiple sources. The first diversion water right (FDWR) for 
municipal water supply and the minimum instream flow at Palmer (MIF), an 
existing requirement that the Corps of Engineers provides 3.1 cms (110 cfs) 
at the Palmer gage (Figure 1, Green B) with 98% reliability. When Tacoma’s 
demands are not met by surface water, simulations allow for groundwater 
to be used as outlined by King (2006). In the Everett system, we investigate 
shortfalls for municipal water, which is allocated prior to hydropower. 
Historical simulations show a reliability of 100% for Seattle’s M&I, 
Everett’s M&I, and Tacoma’s FDWR and 99% reliability for Tacoma’s MIF 
at Palmer. With 2000s water demands, we found that in all three systems, 
the only time reliability dropped below 98% (excluding Tacoma’s MIF) in 
the 2020s B1 simulations was for the warmest and driest 2020s climate 
scenarios CCSM3 and ECHO_G. In the Seattle and Tacoma systems, 2 of 
20 of the A1B ensembles and 2 of 19 for the B1 ensembles have reliability 
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Table 5a. Reliability and storage for A1B emissions scenarios.

AIB

Reliability Seattle system: likelihood active 
capacity in October will  drop below

Seattle Tacoma 
FDWR

Tacoma 
MIF

50% full   
55.9 mcm  
(45328 af) 

25% full   
28.0 mcm  
(22664 af) 

10% full   
11.2 mcm  
(9067af) 

historical  simulation 100% 100% 99% 34% 1% 0.0%

warmest and wetter:

hadcm 99% 98% 92% 66% 11% 1.6%

miroc_3.2 100% 97% 82% 64% 11% 0.2%

miroc3_2_hi 100% 99% 89% 55% 5% 0.1%

ipsl_cm4 99% 99% 90% 61% 6% 0.3%

inmcm3_0 99% 99% 92% 72% 12% 0.3%

cgcm3.1_t47 100% 99% 92% 43% 3% 0.0%

warmest and drier:

ccsm3 96% 95% 81% 80% 32% 7.8%

hadgem1 99% 96% 90% 58% 9% 0.0%

gfdl_cm2_1 99% 98% 96% 67% 12% 0.6%

warmer and drier: 

echo_g 96% 99% 93% 74% 19% 3.2%

fgoals1_0_g 99% 99% 90% 59% 11% 1.0%

pcm1 99% 99% 97% 58% 9% 0.0%

gfdl_cm2_0 100% 100% 96% 61% 6% 0.1%

giss_er 99% 98% 93% 52% 7% 0.7%

warmer and wetter: 

csiro_3_5 100% 100% 91% 51% 5% 0.1%

cgcm3.1_t63 100% 100% 92% 38% 2% 0.0%

giss_aom 100% 99% 95% 50% 5% 0.0%

cnrm_cm3 100% 99% 99% 58% 7% 0.0%

echam5 100% 99% 93% 43% 4% 0.1%

bccr 100% 99% 99% 43% 2% 0.0%

Composites

2020 100% 99% 92% 58% 8% 0.2%

2040 99% 96% 79% 67% 11% 0.3%

  2080 99% 93% 63% 71% 18% 1.6%

* Delta categories of warming and dry/wet are based on annual deltas.

**First Diversion Water Right=FDWR, Minimum Instream Flow=MIF
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Table 5b. Reliability and storage for B1 emission scenarios.

B1 (wetter than A1B)

Reliability Seattle system: likelihood active 
capacity in October will  drop below

Seattle Tacoma 
FDWR

Tacoma 
MIF

50% full   
55.9 mcm  
(45328 af) 

25% full   
28.0 mcm  
(22664 af) 

10% full   
11.2 mcm  
(9067af) 

historical  simulation 100% 100% 99% 34% 1% 0.0%

warmest and wetter:

miroc_3.2 100% 98% 90% 59% 7% 0.1%

miroc3_2_hi 100% 98% 82% 59% 7% 0.2%

ipsl_cm4 100% 99% 91% 42% 4% 0.1%

cgcm3.1_t47 100% 99% 90% 48% 3% 0.0%

cgcm3.1_t63 100% 100% 90% 52% 3% 0.0%

warmest and drier, or less wet:

ccsm3 98% 95% 85% 71% 18% 3.0%

echo_g 97% 99% 88% 72% 19% 2.8%

hadcm 100% 98% 97% 45% 5% 0.0%

warmer and drier, or less wet: 

fgoals1_0_g 100% 99% 91% 44% 4% 0.1%

pcm1 100% 100% 97% 42% 1% 0.0%

echam5 100% 98% 96% 46% 5% 0.2%

gfdl_cm2_0 100% 100% 95% 55% 4% 0.1%

gfdl_cm2_1 100% 100% 97% 44% 3% 0.0%

warmer and wetter: 

csiro_3_5 100% 100% 96% 35% 1% 0.0%

giss_aom 100% 99% 95% 52% 5% 0.1%

giss_er 99% 99% 93% 53% 5% 0.2%

cnrm_cm3 100% 99% 98% 48% 2% 0.0%

bccr 100% 100% 98% 31% 1% 0.0%

inmcm3_0 100% 99% 93% 58% 8% 0.2%

Composites

2020 100% 99% 92% 49% 4% 0.0%

2040 100% 99% 91% 57% 7% 0.2%

  2080 99% 96% 75% 65% 12% 0.4%

* Delta categories of warming and dry/wet are based on annual deltas.

**First Diversion Water Right=FDWR, Minimum Instream Flow=MIF
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less than 98%). In the 2040s, the composite A1B scenario for the Tacoma 
system has a FDWR reliability of 96% and in the 2080s the reliability is 
93% for A1B and 96% for B1, respectively. The MIF Palmer reliability 
for Tacoma is less; the 99% reliability in the historical simulation declines 
to 92% in the 2020s (81-99% range over ensemble members), 79% in the 
2040s, and 63% in the 2080s for A1B emissions scenarios. Performance is 
slightly more robust in the B1 scenario, declining to 75% in the 2080s (see 
Table 5b). In the Everett system, because the system’s water supply capacity 
is much greater than current demands, the reliability in all simulations is 
100%.
Because changes in reliability are only sensitive to conditions when shortfalls 
occur, another measure of how likely the system is to fully meet delivery 
requirements is minimum reservoir storage, which provides a measure of 
system stress. For the Seattle system, we therefore used as a performance 
measure the fraction of years when there was any occurrence of current 
active capacity storage (Table 1) dropping below 50%, 25%, and 10% in the 
month of October, which is typically when reservoir storage in this system 
is lowest.
Assessed in this way, reservoir performance under the A1B emissions 
scenarios is always degraded relative to historic. In the B1 scenarios, this 
is also true except for the 2020 BCCR GCM climate scenario, which has a 
smaller likelihood of lower reservoir values in October than the historical 
simulation. For the composite scenarios, performance is progressively 
degraded through the century, i.e., 2040s performance is worse than 2020s, 
and 2080s is worse than 2040s. In the historical simulations, there is a 34% 
likelihood that reservoirs drop below 50% of active capacity in October. In 
the 2020s for A1B, this increases to 58% (38 to 80% range over ensemble 
members), which increases further to 67% in the 2040s and 71% in the 
2080s for composite scenarios for the latter two periods. For B1 scenarios, 
these values are smaller, with a 49% (range over ensemble members of 31 to 
72%) probability of October storage levels being less than 50% of capacity 
in the 2020s, and for the 2040s and 2080s composites, 57% in the 2040s, 
and 65% in the 2080s. The likelihood of reservoirs dropping below 25% and 
10% active capacity reflects similar patterns. Performance for the dry and 
warm CCSM3 GCM simulation has the lowest 2020s performance with a 
7.8% likelihood of storage less than 10% minimum for A1B emissions and 
3% for B1 emissions. Again, all simulations reported in this section are for 
water demand at 2000s values.

4.2.2. Future Water Demands

Results thus far have focused on reservoir system performance associated 
with a changing future climate with water demand fixed at 2000s values, 
and with current reservoir operating practices. Water demands are, however, 
likely to change over the study period, so we investigated the effects of 
these changes as well. We run simulations of both increases and decreases 
in demand of 10%, 25%, and 50% (Table 3) of 2000s values for the historic 
and composite 2020s, 2040s, and 2080s climate projections. We compare 
reliability measures, as assessed in Section 4.2.1, in each reservoir system 
model for all the demand projections (Table 6). The reliability, as predicted 
by each reservoir model, reflects system-specific components that are not 
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comparable across systems. 
The current firm yield of the Seattle system as calculated by Seattle Public 
Utilities (2007) is 7.5 cms (171 mgd), which is 1.1 cms (24 mgd) greater 
than current demands. As a result, reliability with current demands is greater 
than 98% in the 2020s, 2040s, and 2080s for both A1B and B1 scenarios 
(Table 6). When demand increases, differences in reliability between 
the 2020s, 2040s, and 2080s climate projections become more apparent. 
With a 10% demand increase, reliability in the 2080s drops by 5% in A1B 
and 1% in B1 emissions scenarios, whereas with a 50% demand increase 
2080s reliability decreases by 36%. These values are relatively close to the 
reliability Traynham (2007) reported (98.7% for a 2050 climate as simulated 
by IPSL_A2 GCM with projected future demands of 6.4 cms (145 mgd). 
These changes compare with 2075 reliability for 3 GCMs reported by 
Traynham of 86.8%, 93.4%, and 77.6% with simulated demands of 8.2 cms 
(187 mgd). Our results indicate for a 125% increase in demand (8.1 cms or 
184 mgd), reliability in the 2080s would be near 73% in A1B and 82% in 
B1 emission scenarios (Table 6). Because managers regularly assess future 
conditions and make adjustments accordingly, operating near capacity is 
rare. For example, SPU’s 2007 Water System Plan (2007) notes that, given 
current firm yield estimates for existing supply resources and demand 
forecasts, a new source of supply will be needed sometime after 2060 and 
the plan provides more details on these new supply alternatives. 
In Tacoma’s system, water allocations differ considerably from Seattle’s 
and projects for increasing capacity are underway (these projects are not 
reflected in our reservoir model). Therefore, simulated effects of climate 
change on the current reservoir system and with current operations are more 
likely to lead to shortfalls. Because the system, as simulated by the reservoir 

Table 6. System reliability with variations in demand.

Reliability  (historic) Reliability (2020s) Reliability (2040s) Reliability (2080s)

Seattle Tacoma 
(FDWR)

Tacoma 
(Palmer 

MIF)
Everett Seattle Tacoma 

(FDWR)

Tacoma 
(Palmer 

MIF)
Everett Seattle Tacoma 

(FDWR)

Tacoma 
(Palmer 

MIF)
Everett Seattle Tacoma 

(FDWR)

Tacoma 
(Palmer 

MIF)
Everett

AIB
50% 100% 100% 99% 100% 100% 99% 97% 100% 100% 97% 90% 100% 100% 95% 68% 100%
75% 100% 100% 99% 100% 100% 99% 96% 100% 100% 97% 88% 100% 100% 93% 66% 100%
90% 100% 100% 99% 100% 100% 99% 96% 100% 100% 97% 84% 100% 100% 93% 64% 100%

100% 
(current 

demand)
100% 100% 99% 100% 100% 99% 92% 100% 99% 96% 79% 100% 99% 93% 63% 100%

110% 99% 100% 99% 100% 97% 99% 92% 100% 98% 96% 79% 100% 94% 91% 63% 100%
125% 96% 100% 99% 100% 88% 97% 92% 100% 81% 93% 78% 100% 73% 91% 62% 100%
150% 74% 100% 99% 100% 57% 97% 92% 100% 49% 92% 77% 100% 38% 90% 62% 100%

B1
50% 100% 99% 97% 100% 100% 99% 95% 100% 100% 97% 82% 100%
75% 100% 99% 97% 100% 100% 99% 93% 100% 100% 96% 82% 100%
90% 100% 99% 95% 100% 100% 99% 91% 100% 100% 96% 77% 100%

100% 
(current 

demand)
100% 99% 92% 100% 100% 99% 91% 100% 99% 96% 75% 100%

110% 98% 99% 92% 100% 98% 98% 91% 100% 98% 96% 75% 100%
125% 93% 99% 92% 100% 88% 98% 89% 100% 82% 95% 75% 100%
150% 68% 98% 91% 100% 59% 98% 89% 100% 46% 95% 73% 100%

First Diversion Water Right=FDWR, Minimum Instream Flow=MIF
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model, is less buffered by a large difference between supply and demand, 
changes from climate and population growth are both evident as early as the 
2020s (Table 6). With increases in water demand of 50%, the first diversion 
water right (FDWR) reliability of the Tacoma system decreases the reliability 
in the 2020s by 2%, in the 2040s by 4%, and in the 2080s by 3% for the 
A1B emissions scenario and by only 1% in all composite runs in the B1 
scenarios. Simulated minimum instream flow at Palmer (MIF) reliability 
changes less when demands are incorporated into the model, as a result of 
reservoir operations which is based on various allocation pools. The metrics 
we use in this respect are not the same used as those used by Traynham 
(2007) who instead used a measure of Tacoma M&I reliability. Our values 
however capture the same relative trend. In general, the effects of changing 
climate and hydrology are problematic in the fall because the reservoir rules 
draw down flows before there is enough water in the reservoir to insure that 
fish flow targets can be met.
Everett’s system is less sensitive to shortfalls in municipal and industrial 
demand than the other two systems because reservoir capacity and inflows 
are larger relative to water demands. Current firm yield is 8.8 cms (200 
mgd), more than twice 2000s demands. Changes in demand of 50% in a 
2080s climate are still not enough to create a shortfall. When current demand 
is doubled to 7.7 cms (175 mgd), it is only in the 2080s with impacts from 
both climate change and water demands increases that shortfalls occur, 
resulting in decreased reliability to 99% with the A1B and 99% for the B1 
emission scenarios. Traynham (2007) reported 65.8%, 93.4%, and 63.2% 
reliability with 3 GCMs in 2075, with demand values of 8.6 cms (195.5 
mgd). A demand level that is greater than twice the current demand.
In our analysis, the impact of 50% increases in demand on the Seattle 
system are more substantial than the same percentage demand increase on 
the Tacoma and Everett systems (Table 3). It is important to note, however, 
that changing future demands will depend not only on population growth, 
but also on water pricing policies, water conservation efforts, changing 
technologies, and that these factors will inevitably vary across the three 
systems as well.

4.3. Flood Control

The Howard Hanson Reservoir is primarily operated for flood control, with 
events of most concern occurring between October and March. To investigate 
how climate change may impact Tacoma’s flood control, and thus impact 
summertime storage potential, we evaluated the average number of days per 
year when the system is under flood control operations in the 2020s, 2040s, 
and 2080s (Figure 5) relative to historical simulations. It is important to 
note that as in all other simulations, we used the delta method of producing 
reservoir inflows, and therefore, while the future climate inflows reflect 
the effects of changes in temperature and precipitation, they do not reflect 
possible changes in precipitation patterns (e.g., changes in precipitation 
frequency, and/or duration of storms).
Flood conditions in the reservoir model occur on days when flows at the 
Auburn gage are predicted to reach 12,000 cfs, which is specified in the 
water management model as when the inflows upstream plus the difference 
between Palmer (Figure 1, Green B) and Auburn (Green C) gages total 12,000 
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cfs. Once this occurs, storage for flood control is allocated (King, 2006). 
Figure 5, left panels show the change in seasonality of when flood conditions 
occur. The system is under flood control operations most frequently in 
December-May. As the climate warms, there is a shift in timing. This includes 
both a decrease in frequency of flood control in April-May and an increase 
in frequency in January-March, and these changes occur progressively from 
the 2020s through the 2080s. 
The right panels of Figure 5 indicate the likelihood that flood conditions occur 
at least once in a year for all water management simulations (historic and all 
climate change projections). Simulations indicate that flood conditions may 
occur more frequently, with all but one 2020s scenario (ECHO_G) having 
a higher likelihood of flood conditions. The range between the models 
varies from less than 20% to more than 60% for the 2020s ensembles. The 
2020s and 2040s composite runs have similar likelihoods of flood control 
conditions, related to the similarities in their peak flow. The 2040s B1 
scenario is associated with less frequent flood conditions than the 2020s B1 
scenario (by 1%). This is likely because of surface processes transitioning 
toward more winter-dominated flow. In the 2080s, however, the frequency 
with which flood operating conditions occur is considerably higher than in 
the 2020s and 2040s, with occurrence of more than one flood control day 
likely in more than 50% of years. 

Figure 5. Flood control 
days (Tacoma).
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4.4. Environmental Flows

As an example of multiple-management objectives, in the Seattle system, 
priorities are given to instream flows over other water allocations. Within 
the Cedar, Landsburg (Figure 1, Cedar C) has been an important location 
in efforts to enhance fish habitat, especially for salmonids. To evaluate how 
the ability to meet environmental flow targets may change with climate, 
we compare changes in regulated flows at Landsburg as simulated by the 
Seattle system model using normal instream flow requirements (Traynham 
and Palmer, 2006) with current 2000s water demands (Figure 6). These 
flows do not account for potential adaptations such as accounting for flows 
for the supplemental block requirements curtailments and pumping dead 
storage. Normal and critical instream flow requirements, as instituted by 
the Habitat Conservation Plan (SPU, 2000), have been set according to 
studies on the needs salmonids present in the river system. These flows are 
lower than typical flows, never exceeding 8.2 cms (288 cfs) and declining 
in August and September to less than 3.0cms (108 cfs). Therefore shortfalls 
only occur in the most extreme climate change simulations in the 2020s and 
in the 2040s and 2080s for A1B. Shortfalls occur to a lesser extent in B1 
emission scenarios, with shortfalls occurring only in the 2020s with the most 
extreme ensemble simulations and in the 2080s. These limited shortfalls 
occur in the late fall and early winter when instream flow requirements are 
greater than 6.1 cms (216 cfs) and shortfalls generally do not exceed 0.02 
cms (0.9 cfs). These results are similar to those of Wiley and Palmer (2004, 
2008) who showed that minimum instream flows at Landsburg were not 
dramatically impacted in near-term climate change simulations. There are, 
however, other effects such as increasing water temperature that warrant 
serious attention as discussed inBattin et al. (2007) and Mantua et al. (2009, 
this report). 

4.5. Hydroelectric Power

Hydropower production, a key consideration in reservoir operations in the 
Everett system, generates flows through the Jackson power tunnel that are 
a function of the price of power, fish needs, and potential flooding. We 
simulated these future flows with yield constrained by the head, friction 
loss, and cavitation boundary of the Chaplain reservoir (Enfield and 
Palmer, 2006). Our simulations did not reflect the price of power or flood 
forecasts. Changes in inflow hydrographs are evident in the power tunnel 

Figure 6. Environmental flows.
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flow simulations (Figure 7). Generally, future climate change projections 
with current 2000s demands indicate there may be more power generation 
in the winter and less in the summer, which coincides with trends in energy 
production on the Columbia River basin (Hamlet et al., 2009, this report). 
Currently, the flows are highest in early December and peak slightly again 
in June. Peaks remain at approximately the same time of year, but the 
magnitude of the already large wintertime peak increases by 2 cms (70 
cfs) with a range over ensemble members of 2.5 cms declines to 5 cms 
increases (-90 to 180 cfs) in the 2020s, 2 cms (110 cfs) in the 2040s, and 
4.5 cms (160 cfs) in the 2080s (Figure 7). The peak in June, alternatively, 
declines by 6.8 cms (240 cfs) with a range over ensemble members of 2 to 
10 cms (70 to 350 cfs) in the 2020s, 9.3 cms (330 cfs) in the 2040s, and 11.3 
cms (400 cfs) in the 2080s for A1B emission scenarios. Changes relative to 
the historical simulation are slightly less in the B1 scenario.

5. Conclusions

The primary hydrological manifestation of climate change, which will 
affect each of the three major Puget Sound water supply systems to varying 
degrees, will be the decline and eventual disappearance on average of the 
springtime snowmelt hydrograph peak, and its replacement with an elevated 
winter runoff peak. These shifts are projected to become more pronounced 
throughout the century, although year-to-year variability in weather and 
inflows should still be expected. There will be years with snowmelt that is 
similar to current conditions, but years with high springtime snowmelt are 
projected to progressively become less frequent. The three water supply 
systems, with current operating policies and in the absence of demand 
increases, may be generally robust to changes through the 2020s, with 
reliabilities projected to remain above 98% in all cases. However, other 
aspects of system performance, such as reduced levels of summer and fall 
storage, may occur as early as the 2020s.
The primary reason for current robustness in the systems is that system 
demand has been reduced in recent years, particularly in the Seattle system. 
With increases in demands, the systems become less robust to impacts from 
climate change, notwithstanding that the changes in demand are modest 
aside from large demand increases late in the study period. For example, if 
Seattle’s demand increases by 10%, reliability for the 2080s drops by 5% 
in A1B and 1% in B1 emissions scenarios relative to historic conditions, 
whereas with a 50% demand increase climate change impacts in the 

Figure 7. Hydroelectric power (Everett).
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2080s decreases reliability by 36%. Seasonal patterns of reservoir storage 
are affected to varying degrees in all three systems. Reservoir storage is 
generally projected to be lower from late spring through early fall, and 
ancillary operating objectives, such as hydropower production by the 
Everett system, flood control in Tacoma, and the ability of the systems to 
augment seasonal low flows, may be impacted. All of the analysis reported 
here, use current operating policies. Some mitigation of the effects we 
have identified can likely be achieved by changes in reservoir operating 
policies. 
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Climate Change Impacts on Water Management and Irrigated Agriculture 
in the Yakima River Basin, Washington, USA
Julie A. Vano1, Michael Scott2, Nathalie Voisin1, Claudio O. Stöckle3, Alan F. Hamlet1,4, Kristian E. B. Mickelson1, Marketa 
McGuire Elsner4, and Dennis P. Lettenmaier1,4

Abstract

The Yakima River Reservoir system supplies irrigation water to over 180,000 irrigated hectares (450,000 acres). 
Runoff is derived mostly from winter precipitation in the Cascade Mountains, much of which is stored as 
snowpack and runs off in the spring and early summer. Five reservoirs within the basin have cumulative 

reservoir storage of approximately 30% of the river’s mean annual flow. Climate change during the 21st century is 
expected to result in earlier snowmelt runoff, and reduced summer flows. The effects of these changes on irrigated 
agriculture in the basin were simulated using a hydrological model driven by downscaled climate scenarios from 20 
climate models, output of which was archived by the 2007 IPCC Fourth Assessment Report. In general, we find that 
the basin transitions to earlier and reduced spring snowmelt as the century progresses, which results in increased 
curtailment of water deliveries, especially to junior water rights holders. Historically, the Yakima basin has experienced 
water shortages (years in which substantial prorating of deliveries to junior water users was required) in 14% of years. 
Without adaptations, for the A1B emission scenarios, water shortages that occur in 14% of years historically increase 
to 32% (15% to 54% range) in the 2020s, to 36% in the 2040s, and to 77% of years in the 2080s. For the B1 emissions 
scenario, water shortages occur in 27% of years (14% to 54% range), in the 2020s, 33% for the 2040s and 50% for the 
2080s. Furthermore, the historically unprecedented condition in which the senior water rights holders suffer shortfalls 
occurs with increasing frequency in both the A1B and B1 climate change scenarios. Economic losses include lost 
value of expected annual production in the range of 5% to 16%, with significantly greater probabilities of annual net 
operating losses for junior water rights holders. 

1. Introduction

The Yakima River basin is an agriculture-rich region in central Washington State (Figure 1) that contains the largest 
agricultural economy in the state (US Bureau of Reclamation , 2002). Most crops in the basin are irrigated. Thirty-four 
percent of the irrigated land in the three counties included within the basin is planted in tree crops and vineyards. The 
remainder is mostly planted in forage, pasture, and annual vegetable and field crops, but also includes specialty crops 
such as mint and hops (USDA, 2004). The U.S. Bureau of Reclamation (USBR) operates a system of five reservoirs 
(Figure 1; Table 1) that supply water to the basin. Much of the basin’s runoff is derived from mountain snowpack and 
the reservoirs are small enough that they generally fill in the springtime of most years (USBR, 2002).
Climate change is expected to cause continued decline in snowpack and earlier snowmelt resulting in reduced water 
supplies. Analysis of past observations suggests that this process is already underway (Mote et al, 2005). Previous 
studies have shown that the Washington Cascade Mountains, from which the Yakima River drains, are likely to lose 
about 20% of their April 1st snowpack with 1°C (1.8°F) of warming (Casola et al, 2008), and an accompanying study 
(Elsner et al, 2009, this report) suggests that for the Yakima basin, a similar temperature-snowpack sensitivity can 
be expected. Using +1ºC and +2ºC warming scenarios, Mastin (2008) showed a 12 and 27% decrease, respectively, 
in snowmelt within the basin over a base period 1981-2005. Because the reservoir system is relatively small (total 
reservoir storage is about 30% of the mean annual flow of the river), and because the snowpack is highly sensitive to 
even modest warming, water deliveries from the reservoir system have been sensitive to even small departures from 
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Figure 1. Yakima watershed. Reservoir inflow locations used in the water management model are specified, 
including five reservoirs, two confluences, and the gage near Parker.

Table 1. Physical properties of the Yakima River reservoir system

 
Elevation of 

Reservoir Sill 
(ft)

Drainage Area 
(miles^2)

Reservoir 
Capacity (AF)

Percent of Total 
Water Supply 

(%)

Ratio of average 
runoff to reservoir 

capacity

Bumping 3426 70.7 33700 13 6.2:1

Cle Elum 2223 203 436900 42 1.5:1

Kachess 2254 63.6 239000 12 0.9:1

Keechelus 2427 54.7 157800 13 1.5:1

Rimrock 2766 187 198000 20 1.8:1

*Values provided by Reclamation (USBR, 2002)
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average historic conditions. 
Most assessments of climate change impacts on agriculture have focused on 
annual crops, although some studies have addressed impacts on perennial 
crops as well, and are relevant to the high-valued tree crops and vineyards of 
the Yakima basin. Using a statistical model, Lobell et al. (2006) found that 
climate change would reduce yields of four California perennials (almond, 
walnut, avocado, and table grape) by 2050, even without consideration of 
climate change impacts on irrigation water availability. Projected losses 
ranged from 0 to more than 40% depending on the crop and the particular 
climate change scenario.1 Scott et al. (2004a, b) analyzed effects of periodic 
droughts in the Yakima basin, and found substantial reductions in crop yields 
and increases in economic risk both in dry years with current climate, and in 
a future climate with 2°C warming and no change in annual precipitation.
Since the 1970s, water managers in the Yakima Basin have managed water 
supply using regression-based forecasts of Total Water Supply Available 
(TWSA). TWSA is defined by the USBR as “the total water available for the 
Yakima River basin above Parker for the period April through September” 
(USBR, 2002). It accounts for a combination of measures including 
forecasted runoff, reservoir storage contents, and projected return flow. 
These forecasts are issued by the USBR Yakima regional field office starting 
in the beginning of March and are updated every month (USBR, 2002). This 
management strategy implicitly assumes that the historic conditions - on 
which regression parameters for their water supply forecasts are based - will 
persist in the future. As indicated by Milly et al. (2008), assumptions based 
on a stationary climate may no longer be tenable.
To provide a better understanding of how the Yakima River reservoir system 
may respond to climate change, we used future climate scenarios that were 
archived as part of the Fourth Assessment Report of the Intergovernmental 
Panel on Climate Change (IPCC, 2007). The methodology of selecting 
general circulation models (GCMs) is described in detail by Mote and 
Salathé (2009, this report). The scenarios are based on two global emissions 
scenarios A1B and B1. B1 has lower CO2 emissions than A1B and therefore 
results in less projected warming for the region. The emissions scenarios 
are quite similar until about mid-century, with differences evolving mostly 
thereafter (SRES, 2007; Mote and Salathé, 2009, this report). Climate change 
projection departures from the 1970-1999 climatology were averaged over 
the 2020s (average of 2010-2039), 2040s (average of 2030-2059), and 2080s 
(average of 2070-2099). A delta method approach incremented historical 
precipitation and temperature on a monthly basis to produce scenarios of 
future climate that were used as input to a hydrology model, which produced 
scenarios of future Yakima River streamflow at selected reservoir inflow 
points for the climate of the 2020s, 2040s, and 2080s. Elsner et al. (2009, 
this report) describe the approach in more detail. We specifically focus here 
on how the projected hydrologic changes in the Yakima River basin affect 
reservoir operations and alter water availability for junior and senior water 
rights users (Section 4). We then investigate how these shifts in reservoir 
system performance impact economic crop value by application of crop 

1They did not model CO2 fertilization effects or any adaptation measures on the part of 
farmers. Note that the uptake of adaptive actions like adopting heat-tolerant varieties is 
likely to proceed more slowly in long-lived crops than in annual crops. 
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models to projected irrigation water releases for future climate scenarios 
(Section 5). 

2. Site Description 

The Yakima River basin drains the east side slope of the central Washington 
Cascade Mountains (Figure 1). Climate varies strongly within the basin. 
Mean-annual precipitation averaged over 1970-2000 ranged from 203 to 
356 cm (80 to 140 inches) along the Cascade Crest headwaters to less than 
25 cm (10 inches) at the basin outlet. Most of the annual precipitation (61-
81% depending on the particular year) falls in the cool season between 
October and March (USBR, 2002; WRCC, 2007).
The five major USBR reservoirs in the system are Bumping Lake [established 
1910], Cle Elum [1933], Kachess [1912], Keechelus [1917], and Rimrock/
Tieton Dam [1925] (USBR, 2002). They have a combined total capacity 
of 1.2 billion cubic meters (bcm) (1.07 million acre-feet, maf), which is 
approximately one-third of the average annual unregulated flow of the 
Yakima River basin at its mouth at the Columbia River. Annual discharge is 
estimated to be 4.2 bcm (3.4 maf) per year, as averaged from 1961-1990. The 
reservoirs vary in their upstream drainage area, capacity, and contributions 
to total basin water supply as shown in Figure 1 and Table 1; however, the 
capacity of the system is such that the reservoirs generally refill every year. 
In managing the refill cycle, USBR must carefully balance reservoir outflow 
to avoid potential flooding while still capturing water for use throughout the 
dry summer months. The irrigation season begins in April (some water use 
starts in March), therefore in the early spring and summer, the snowpack 
effectively acts as a sixth reservoir, which augments the reservoir storage 
so that reservoirs do not need to be drawn down until June (USBR, 2002). 
However, in some low snowpack years, such as 1992-1994, 2001, and 2005, 
reservoir storage has been insufficient to meet demands, and in these years, 
water was allocated to junior users based on prorating according to the 
seniority of their water rights and the TWSA, a process described in more 
detail below.
Notwithstanding consideration of possible spring flooding and maintenance 
of instream flows in the operating policies that dictate reservoir releases, 
the system’s primary operating purpose is to supply irrigation water. 
Maintenance of in-stream flows for protection and enhancement of native 
and anadromous fish, however, has changed reservoir operating policies 
somewhat in recent years. In 1994, legislation was enacted for a river basin 
water enhancement project with approximately $200 million allocated for 
fishery and irrigation system efficiency improvements including fish ladders 
and other infrastructure projects. Since then, various other management 
actions have been proposed and/or implemented to enhance storage, 
recreation, and fish and wildlife habitat. The final planning report for the 
Yakima River Basin Water Storage Feasibility Study (2008) provides an 
overview of these water management policies and projects.
Water withdrawals typically begin in March, but reservoirs generally do 
not reach their maximum storage volumes until June. Reservoir storage at 
Cle Elum and Keechelus is usually lowest in September when outflows are 
reduced to the instream flow maintenance levels. Kachess and Rimrock 
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usually continue to draft into October in order to maintain specific flow 
levels throughout the winter months on reaches of the Cle Elum and 
Teanaway Rivers to increase the likelihood of successful spawning of 
several endangered species of salmon (USBR, 2006). This management 
strategy, implemented as a component of the 1980 Quackenbush Decision, 
is intended to encourage spring Chinook salmon to spawn at relatively low 
flows, so that lower flows are required to keep redds (egg nests) covered in 
winter (USBR, 2002). This is primarily accomplished by limiting irrigation 
releases from the Cle Elum Reservoir and increasing flows from Rimrock 
Reservoir to compensate. This switch in reservoir releases in early September 
is commonly known within the basin as “flip-flop.”
Water allocations within the basin are based on seniority according to the 
1945 Consent Decree by the District Court of Eastern Washington (as 
referenced in USBR, 2002). In low runoff years, not all water demands 
can be met; therefore water is first allocated to the senior (non-proratable, 
indicating they receive their total entitlement every year) water right holders 
and then to junior (proratable)water users. Therefore, water availability for 
irrigators with junior water rights is a measure of how well the system meets 
its nominal water demands. The system’s total reservoir capacity is 1.25 
bcm (1.07 maf), whereas the annual diversions allocated by the Consent 
Decree is approximately 2.57 bcm (2.2 maf), of which about half is allocated 
to senior, non-proratable water users. Because the reservoirs historically 
capture only about 30% of the annual unregulated flow of the Yakima River 
near Parker, this discontinuity is typically compensated by unregulated flow, 
much of which is derived from snowpack. 
Between 1970 and 2005, water allocations have been restricted for junior 
water users in 13 years. The lowest prorating levels for junior water users, 
defined as the portion of their water right they can expect to receive in the 
upcoming irrigation season, was in 1977 with prorating of 6-26% in May and 
13-50% in June; these ranges proved controversial and increased later in the 
season when reservoir inflow forecasts were revised (Glantz, 1982; USBR, 
2002). This drought resulted in a court ruling (Acquavella Adjudication, Case 
No. 77-2-0148-5 in the Superior Court of Yakima County) that continues 
to impact water management in the basin (Glantz, 1982; Kent, 2004). In 
general, when prorating levels are greater than 75%, shifting the start and 
end of the irrigation season can compensate for water limitation impacts. 
When prorating levels drop below 75%, however, decisions become more 
challenging at the farm level in terms of how to apportion limited water to 
specific crops. 
The Yakima basin currently has a water-trading program that began in 
2001 and is activated in drought emergencies as declared by the state of 
Washington. It is intended to relieve the impact of drought on junior water 
rights holders by providing a mechanism for voluntary transfers of water 
from interruptible or low-valued to higher-valued uses. The water-trading 
program is supervised by the Washington State Department of Ecology 
and was active in both the 2001 and 2005 drought years (Scott et al. 2004, 
Anderson et al. 2006). The program generally has the effect of creating an 
economic market that diverts water in low runoff years from low-valued 
annual crops (which are fallowed), to high-valued perennial crops. There 
are nonetheless numerous institutional and “plumbing” complications in the 
application of this program. These include the inability to move water to 
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junior water rights holders in some parts of the basin. Furthermore, legally, 
water trades must not adversely affect outflow from the basin (as measured 
near Parker), and must not have adverse third-party impacts such as reduced 
flows for fish (Yakima River Basin Conservation Advisory Group 2002, 
Isley 2001). Finally, only irrigation districts can purchase water on behalf 
of irrigators. Nonetheless, the Sunnyside Valley Irrigation District, which 
has a mix of senior and junior water rights holders, and the Roza Irrigation 
District, which has primarily junior water rights holders, have been able to 
make good use of the water trading program. The Washington Department of 
Ecology Yakima Basin website (2009) provides background and discussion 
of current water-trading and water-banking activities in the basin. 

3. Approach

We use a multi-model ensemble approach similar to that described in the 
accompanying papers by Elsner et al. (2009, this report) and Vano et al. 
(2009a, this report) to explore climate impacts on the Yakima River reservoir 
system (Figure 2). Spatially and temporally complete daily records of 
historic and future streamflows were simulated using the Variable Infiltration 
Capacity (VIC) macroscale hydrology model, forced with both gridded 
historical observation data, and downscaled future climate scenarios. Both 
historical data and future climate scenarios are described in accompanying 
papers by Mote and Salathé (2009, this report) and Elsner et al. (2009, this 
report). Note that each downscaled scenario in fact consists of the historical 
(daily) precipitation and temperature for 1916-2006, but adjusted on a 
monthly basis to reflect predicted changes for the 2020s, 2040s or 2080s 
(delta method); these adjusted precipitation and temperature sequences were 
then used as forcings to a hydrology model to produce daily streamflow 
sequences as described in Elsner et al (2009, this report). Summary statistics 
and information about the climate scenarios are included in Table 2. The 
streamflows simulated by the hydrological model for both historical and 
future climate were used as input to the water management model described 
in Section 3.2. The water management model computes the amount of 
prorating (if any) that is required at each model time step (daily). These 
prorating values are then used in the subsequent agricultural and economic 
analysis (Section 5).

3.1. Climate and Hydrologic Information

Inflow sequences for the historical period from 1916 to 2006 as well as 
selected future climate periods were simulated using the VIC hydrology 
model as described in Elsner et al (2009, this report). Streamflows were 
produced at locations shown in Figure 1, which are required by the water 
management model. In general, these points represent inflows to the five 
reservoirs, as well as inflows below the reservoirs. Future streamflow were 
provided as quasi-stationary sequences as projected by climate models for 
the 2020s, 2040s, and 2080s, with more focus on the near-term 2020s 
simulations. For the 2020s, we ran the water management model with 
each of 20 streamflow sequences downscaled from individual GCMs for 
IPCC emissions scenario A1B, and 19 for B1. We also use composites that 
effectively represent the best estimate of 2020s, 2040s, and 2080s climate 
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Table 2. Annual temperature and precipitation for climate change scenarios.

2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

% Change 
in Annual 

Precipitation
+0.22% +1.9% +2.1% +2.2% +4.9% +3.4%

% Change in 
Cool Season 
Precipitation

+2.3% +3.3% +5.4% +3.9% +9.6% +6.4%

% Change in 
Warm Season 
Precipitation

-4.2% -0.9% -5.0% -1.3% -4.7% -2.2%

Notes: Cool season defined as October through March, while warm season is defined as April through September.

2020s 2040s 2080s

(2010-2039) (2030-2059) (2070-2099)

A1B B1 A1B B1 A1B B1

Change in Annual 
Temperature (°C) +1.18 +1.08 +2.05 +1.57 +3.52 +2.49

Change in 
Cool Season 

Temperature (°C)
+1.05 +1.01 +1.83 +1.42 +3.24 +2.33

Change in 
Warm Season 

Temperature (°C)
+1.31 +1.16 +2.26 +1.71 +3.79 +2.66

Figure 2. Multi-model process. 
Schematic of how climate model 
projections, hydrologic model, 
and water management models 
are connected.
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averaged for the GCMs for each of the two emissions scenarios. 
We removed remaining systematic biases in the calibrated streamflow 
simulations by applying a bias correction procedure trained on historical 
observations (e.g. the historical period VIC simulation was corrected 
to match, on a probabilistic basis, reservoir inflows reconstructed from 
observations by the USBR, referred to in the Hydromet dataset as 
‘Computed Natural Flowí). The same bias correction procedure was then 
applied to future flows. The bias correction method is a quantile mapping 
technique discussed by Wood et al (2002) and Snover et al (2003). In brief, 
the technique involves a mapping procedure that matches the statistics 
of the unregulated flow record with observations at monthly time scales. 
Simulated daily flows are subsequently rescaled to match the bias-corrected 
monthly values.
For this study, simulated VIC streamflows were bias corrected to correspond 
with inflows used by the USBR in their water planning. In this comparison, 
we use only unregulated (or ‘naturalized’) streamflow, meaning that these 
flows represent ‘natural’ conditions prior to management alterations. The 
USBR provided 24-year records of unregulated streamflow for water 
years 1982-2005. The data included reservoir inflows and local inflows 
downstream of reservoirs that are required by their water management 
model. To extend data records beyond 24-years, we used a closely related 
set of daily unregulated flows (http://www.usbr.gov/pn/hydromet/yakima) 
for the period 1930-2006. These two sets of unregulated flows differ 
primarily in the accounting of routing time lags and irrigation return flows. 
We adjusted the 77-year records to be comparable to the 24 year records 
using a quantile-mapping bias correction procedure similar to the one 
outlined above. The longer record was used as the basis for bias correcting 
VIC output. 
The monthly-daily adjustment procedure discussed above does not by 
construct preserve annual totals. Therefore, as a second step, we bias 
adjusted the annual total flows at each site, and then made second stage 
adjustments to monthly flows to add to the annual total, and of daily 
flows to sum to monthly. We also adjusted to assure that mass balance 
was preserved over sites by moving from the lowest site (Yakima near 
Parker), upstream to higher locations. In general, the adjusted 1930-2006 
record was similar to the original record, matching both the shape of the 
hydrograph and its magnitude. During the Autumn and Winter months this 
process adjusted the VIC’s higher streamflow to match the historic mean 
by minimizing the late Autumn rain dominated runoff. In the Spring, flows 
shifted from peak flow in June to peak flows in May, which corresponds to 
the historical record. Elsner et al. (2009, this report) provides more details 
on how well historical runs represent the hydrology prior to bias correction. 
The process followed for adjustment of future climate flows generally 
paralleled the one outlined above for historical flows. Procedures similar 
to those outlined above were also implemented to assure mass balance of 
monthly and annual flows, and across sites.

3.2. Water Management Model

We used a modified version of the reservoir operations model used by 
USBR in their operational planning, referred to as the ‘water management 
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model’ throughout this paper. The model is written in RiverWare™ software 
(see Zagona et al (2001) for a RiverWare overview) and is one component 
of the Watershed and Rivers System Management Program (WARSMP), 
a collaborative effort to simulate water management in the Yakima basin 
between the U.S. Geological Survey and USBR (Mastin and Vaccaro, 2002). 
Within the model, simulated system operations are primarily focused on 
agriculture, however constraints provided by minimum instream flow and 
other operating requirements are also represented. Because we are focused 
on capturing the average response of the management system to climate 
change, reservoirs are operated with the same rules each year regardless of 
year-to-year maintenance concerns.
To allow the water management model to run with VIC simulated flows 
(1915-2006 for the historical run, and adjusted 1915-2006 following 
the delta method for future streamflow projections), we made several 
modifications to the original model. The version of RiverWare we used 
was originally constrained to an operations period 1981 to 2003. Because 
RiverWare saves all variables internally, simulations longer than 25 years 
are computationally cumbersome. To improve performance, we effectively 
concatenated simulations of 20-year segments with 5 years of overlap 
(spin-up). These runs covered periods 1915-1940, 1935-1960, 1955-1980, 
1975-2000 and 1981-2006, where the first five years of each sequential run 
was discarded as spin-up and the 1981 run had more spin up to keep runs 
a consistent length for batch processing. Because the reservoirs typically 
refill each year, the spin up period proved more than adequate, and test 
comparisons using explicit model initialization showed little difference 
from simulations performed using the spin-up procedure. 
Another modification of the water management model was that we used 
eight inflow locations as shown in Figure 1, including five reservoir 
inflows (Bumping, Cle Elum, Kachess, Keechelus, Rimrock), and two 
confluences (Upper Yakima, Naches) and the Yakima River gage at 
Parker. The operational USBR model has 15 inflow locations, eight of 
which are intervening flows that include smaller inflow locations such 
as the American River. We aggregated the intervening flows to three, 
by subtracting upstream from downstream flows, with negative values 
set to zero. Intervening flows were inferred from those estimated for the 
historical period of record. In locations where VIC did not directly produce 
intervening inflow values, we used the proportion of 1981-2003 long-
term averages of these flows to distribute between multiple intervening 
locations. We compared simulations produced using our simplified setup 
(5 upstream flow locations and 3 intervening flows) with the USBR setup 
for the historical period 1981-2003 and found no significant differences 
in model predictions of water apportionment to the irrigation districts, 
primarily because the key water allocation decisions in the model 
are keyed to predicted flows near Parker, which are constrained in our 
approach to be the same as in the more detailed USBR version of the 
model. One additional consideration is that the USBR operational model 
requires forecasts of reservoir inflows through the end of the water year. 
In our simulations, we assumed perfect knowledge of future streamflows, 
which allowed prorating values to align with water availability exactly. In 
the operational setting, managers must make forecasts of how much water 
will be available based on external streamflow forecast measures.
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Prior to this study, the water management model had been run primarily 
for conditions in 1981 to 2003, and we found several instances in the 
longer historical record where flow conditions were outside the bounds 
of the model, a problem that was exacerbated for some of the future 
climate simulations. To allow the model to run with these new flow 
conditions, we made several alterations including allowing allocations to 
junior water users to go to zero, extending the interpolation of anticipated 
September flow at the Keechelus Reservoir (by linear extrapolation), and 
disabling computations for the Chandler Canal which is below the Parker 
gage and therefore was not a factor in this study. With these revisions, 
all simulations were completed except for one GCM run, the BCCR B1 
scenario, which failed in the 1915-1940 period because of an inability of 
the model to account properly for operations of the Cle Elum Reservoir in 
these particular sequences of inflows (second warmer and wetter scenario 
for B1).
The prorating of water is calculated in the water management model 
for junior and senior water rights according to their monthly prorating 
entitlements as determined by the Consent Decree of 1945. The water 
supply available within their allocation is divided by the total amount 
remaining to obtain a prorating ratio. In the management model, water 
demands are taken as constant across all projections according to water 
rights, e.g. the simulations do not allow for the possibility that water 
demands might change in a future climate.
Results of the historic water management simulation, specifically regulated 
flow near Parker, reservoir storage and outflow at the Cle Elum Reservoir 
(the largest reservoir which contributes 42% of the total basin storage), 
and prorating are shown in Figure 3 and discussed in Section 4. In our 
presentation of results, years indicate water years (October-September). 
Most analyses are aggregated to a weekly time step for ease of presentation, 
where week 1 starts on October 1 (see also Table 3).

4. Results: Water Supply

In reservoir systems that depend on snowpack to enhance reservoir storage, 
the more delayed the snowmelt, the greater the effective storage capacity 
of the reservoir system. As warming progresses, the seasonal peak of 
simulated reservoir inflows in the Yakima system shift progressively earlier 
in the year, as more winter precipitation occurs as rain and less as snow 
(Elsner et al., 2009, this report). To assess how these altered hydrologic 
conditions impact water supplies, we first evaluate how well water-
management-model simulations represent historical operations (Section 
4.1). Then in Section 4.2 we show how water deliveries are projected to 
respond to climate-change scenarios. We subsequently discuss variability 
of inflows, storage, and outflows in future years and between various 
locations in the basin (Section 4.3). 

4.1. Reservoir System Historical Operations 

Figure 3 compares reservoir system historical operations between (1) 
water management model simulations run using 1917-2006 VIC historical 

Table 3. Week number 
designations.

week 
number date

1 1-Oct

5 29-Oct

10 3-Dec

15 7-Jan

20 11-Feb

25 18-Mar

30 22-Apr

35 27-May

40 1-Jul

45 5-Aug

50 9-Sep
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bias-corrected streamflow (termed ‘Historical’) (2) water management 
model simulations run using the adjusted reconstructed USBR ‘Computed 
Natural Flowí for the period 1930-2006 as discussed in Section 3.2. (termed 
‘Hydromet’), and (3) USBR observations of streamflows, reservoir storage, 
and prorationing values (termed ‘Observation’). Historical and Hydromet 
simulated values assume current irrigation demands and operating policies. 
Observation values alternatively reflect actual year-to-year management 
operations from 1940 to 2005, which differ from the consistent model 
representation of current operating policies (USBR, 2002; USBR, 2008). 
The upper left panel on Figure 3 shows Yakima River regulated flows 
near Parker from 1940 to 2005. The current reservoir system was in place 
by 1940, therefore comparisons of simulations with observed flows and 
storage is only appropriate, with caveats mention above, after 1940. 
Seasonal average flows are lowest between mid-July and mid-October. 
They increase gradually from October until December and then increase 
more rapidly from about 85 cubic meters per second (cms) to 115 cms 
(3000 to 4000 cubic feet per second (cfs)) in May. In May, flows reach 
their highest weekly averages before declining as the irrigation season 
progresses. Observation, Hydromet, and Historical regulated flows 
have similar seasonality, with the largest divergence occurring in mid-
April through May. More regulated flow in the irrigation season for the 
Observation flow is realistic given that reservoir operations and irrigation 
demands have changed since 1940.
The Cle Elum Reservoir is the largest in the basin (representing 42% of 
the total basin storage), and we therefore focus on simulated and observed 
storage at this location (Figure 3, upper right panel). Results for other 
reservoirs (not shown) were qualitatively similar. Seasonal average 
storage (units in mcm, or million cubic meters, or taf, thousands of acre 

Figure 3. Historic comparisons. 
Historical regulated flows near Parker, 
reservoir storage and outflow for Cle 
Elum reservoir (largest reservoir in 
the basin) and prorating levels. Years 
begin on October 1st and end on 
September 30th.
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feet) in Cle Elum Reservoir peaks at about 490 mcm (400 taf) at the 
end of May and then declines until September to about 0.123 mcm (100 
taf). Storage then increases gradually until April-May, when the rate of 
reservoir refill increases. On average, throughout the year the Cle Elum 
Reservoir Observation storage is greater by about 61.2 mcm (50 taf) than 
simulated storage. The difference is not unexpected because reservoir 
operating procedures and water demands have changed considerably over 
the last 60 years. Simulated Hydromet and Historical storage are generally 
closer to each other than to Observation storage, because these simulations 
reflect the same reservoir operating rules. It is worth noting that Historical 
storages tend to be somewhat higher than Hydromet, and our interpretation 
is therefore somewhat conservative for simulated results in terms of the 
implications of climate effects on reservoir system performance. 
With Historical simulations, average weekly reservoir outflows from 
Cle Elum Reservoir begin to increase in March, peak in July at ~80 cms 
(~2800 cfs), and decline quickly to ~7 cms (~250 cfs) by the beginning of 
September (Figure 3, lower left panel). They then remain at about this level 
through the fall and winter until mid-March. These changes in outflows 
are largely determined by target instream flows for fish, as outlined in 
Section 2. In particular, during the low flow months the target is to keep 
flows relatively low so as to encourage spawning at low flows. 
Comparisons between Observation reservoir releases and the simulated 
Hydromet and Historical reservoir outflows show similar seasonality, 
however Observation outflows have a longer, lower peak than simulated 
reservoir outflows (see Figure 3, lower left panel). Reservoir outflows are 
heavily constrained at the end of September at the point of transition in the 
operating policy (sometimes termed “flip-flop” as described in Section 2), 
when the source of water deliveries changes from Cle Elum to Rimrock. 
As discussed in Section 2, in dry years, not all water allocations can be 
fulfilled and proratable entitlements are the first to be reduced. To compare 
prorating levels, we evaluated the cumulative probability distribution of 
water supplied (Figure 3, lower right panel), which is a way to compare the 
frequency and the severity of simulated proratings between simulations. 
Our water management model plausibly reproduces monthly total water 
supply available (TWSA) water prorating rates that have been set in 
practice by USBR since 1970. Observation prorating has occurred in 13 
of 35 years (~37% of the years on the ordinate in Figure 3). This compares 
closely with our Historical (VIC-based) simulations in which prorating 
occurs in 12 of 35 years. Prorating occurs in 15 of 35 years (~42% of the 
time) in Hydromet simulations. Prorating values, which we have assessed 
as annual averages from April to September, have similar trends in all 
three simulations (Figure 3, lower right); Observation prorating values 
are highly correlated with Historical (r=0.96) and Hydromet simulations 
(r=0.96). Actual TWSA observations (Observation) only drop to ~37% of 
prorating, whereas Hydromet simulations decline to ~17% and Historical 
simulations decline to ~20%. Year-to-year variability in simulated prorating 
values are similar to the actual Observation prorating values designated by 
the USBR, especially significant dry years including drought years in the 
early 1990s, 2001, and 2005. Generally, the water management model run 
with VIC inflows has more conservative prorating values than predicted 
by model runs using Hydromet values.
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Because Observation values, which reflect actual operating policies, are 
not consistent from year to year, we use simulated historical reservoir 
storages and releases to compare values simulated from the climate change 
experiments in subsequent sections. Our climate change comparisons are 
between VIC simulated (rather than actual) historical conditions, and 
simulated future conditions.

4.2. Water Supply for Agriculture

Figure 4 shows the simulated regulated flow for the Yakima River near 
Parker for historical, 2020s, 2040s, and 2080s climate conditions. The 
regulated flows at Parker are key indices of reservoir system performances 
because they are used in determining TWSA, which in turn determines the 
proportion of water that is available to junior and senior water right users. 
Historically, on average regulated flows near Parker are highest in April 
(115 cms (4000 cfs)) however in simulated historical record they were 
over 566 cms (20,000 cfs) 40 days in 90 years in December and January 
and a maximum flow of approximately 50,000 cfs. In the future scenarios, 
streamflows are higher during the fall and winter seasons and streamflow 
peaks earlier in the year. For the A1B emission scenarios, in the last week 
of February flows increase on average to 129.4 cms (4570 cfs) (ensemble 
range from 103.1 cms (3640 cfs) to 243.2 cms (8590 cfs)) in the 2020s, 
160.6 cms (5670 cfs) in the 2040s, and 220.6 cms (7790 cfs) in the 2080s. 
Then, in June, climate projected flows are less than historical flows until 
November when reservoirs begin to refill. For B1 scenarios, these trends 
and timing of changes are similar, although the differences from historical 
values are smaller. The February average flow is 135.1 cms (4770 cfs) 
(ensemble range from 103.6 cms (3660 cfs) to 209.2 cms (7390 cfs)) for 
the 2020s, 147.2 cms (5200 cfs) for the 2040s, and 196.8 cms (6950 cfs) 
for the 2080s. 
In the water management model, when there is insufficient supply for all 
water users, once junior water rights supply reaches zero, senior water 
rights are prorated. Subsequent to implementation of TWSA prorating in 
the 1970s, senior water rights users have always received 100% of their 
allocation. In our historical simulations with current water demands, 
infrastructure, and operating rules, junior water rights would have been 
prorated (less than 100% allocation) in 30% of years, and in just 1% of 
years (one year, 1941) for senior water rights (top of Table 4a or 4b).
Figure 5 and Tables 4a and 4b show how water rights for junior water 

Figure 4. Regulated flow. Simulated 
regulated flow of the Yakima River 
near Parker for historical, 2020s, 
2040s, and 2080s climate conditions.
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users are simulated to be impacted by climate change. Junior water users 
experience prorating considerably more frequently. Historically, prorating 
declines to values below 75% (a approximate threshold beyond which 
water shortages can no longer be handled without significant impacts to 
agricultural production and costs) in 14% of years. For the A1B emission 
scenarios, the fraction of years with prorating values less than 75% 
increases in the 2020 to 32% for the composite simulation (ensemble range 
15% to 54%). These fractions increase to 36% in the 2040s, and 77% in 
the 2080s. The B1 emission scenario is projected to have a slightly smaller 
impact on water shortages than A1B. In the 2020s, the fraction of years 
with prorating values of 75% or less is 27% for the composite simulation, 
with ensemble range from 14% to 54%. The equivalent fractions for B1 
composite case increase to 33% in the 2040s and 50% in the 2080s.
Water deliveries to senior water users drop below 100% for a few climate 
scenarios and below 75% in the driest scenarios of the 2020s ensembles 
(1 of 20 for A1B and 2 of 20 for B1). The increased likelihood of senior 
water user shortfalls indicates that the system will be impacted in ways 
not previously encountered in the past. Failure to meet senior water rights 
occurs in 2% of years in the 2020s composite (ensemble range from 0 
to 8%) and increases to 3% in the 2040s and 2080s for A1B emission 
scenarios. For B1 emissions scenarios, the frequencies are slightly less. 

4.3. Future System Inflows, Storage, and Outflow 

The April 1 snow water equivalent analysis in Elsner et al. (2009, this 
report) indicates that 78% of the Yakima basin is in what is commonly 
termed the transition zone, where precipitation transitions many times 
each winter between rain and snow. Because much of the basin is in the 
transition zone, it is highly sensitive to temperature changes as discussed 
further in Elsner et al (2009, this report). 
Although natural flow varies throughout the basin, we assess unregulated 
simulated flow near Parker, which is representative of the basin as a whole 
(Figure 6). Changes in unregulated flow near Parker and upstream flows 
have similar trends. It is important to note that these are bias-adjusted 
flows taken directly from the hydrologic model and represent unregulated 
conditions. The water management model incorporates these flows at 
the specific locations indicated in Figure 1 using differences between 
downstream and upstream locations to generate intervening flows. 
Unregulated flows in the Yakima basin historically peak in the end of May 

Figure 5. Total Water Supply 
Available Proration Levels. Cumulative 
distribution function (CDF) of water 
supply prorating for junior water 
users for historical, 2020s, 2040s, and 
2080s conditions ranks the likelihood 
of water supply availability for Junior 
water users from 0 to 100% of the 
time (horizontal axis) for April to 
September average annual values. 
For example, historically, Junior water 
users receive 80% or less of their 
water supply (horizontal axis), 20% of 
the time (vertical axis). Whereas, they 
receive 40% or less of their allocated 
water supply about 8% of the time.
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Table 4a. Summary of reservoir simulation results for A1B emissions scenario: prorating

 

AIB
100% 75% 50% 25% 10% 100% 95% 75%

historical  simulation 30% 14% 10% 3% 1% 1% 1% 0%
warmest and wetter:

hadcm 56% 33% 17% 9% 4% 3% 2% 0%
miroc_3.2 70% 35% 21% 8% 5% 2% 1% 0%

miroc3_2_hi 62% 30% 15% 6% 4% 1% 0% 0%
ipsl_cm4 53% 20% 10% 2% 1% 0% 0% 0%

inmcm3_0 52% 21% 11% 4% 1% 1% 0% 0%
cgcm3.1_t47 50% 24% 13% 3% 2% 0% 0% 0%

warmest and drier:
ccsm3 80% 54% 33% 14% 10% 6% 6% 0%

hadgem1 69% 39% 25% 14% 6% 4% 4% 0%
gfdl_cm2_1 58% 37% 25% 10% 8% 4% 4% 0%

warmer and drier : 
echo_g 67% 54% 40% 19% 9% 8% 8% 1%

fgoals1_0_g 68% 44% 30% 14% 8% 6% 6% 0%
pcm1 59% 44% 28% 12% 7% 3% 3% 0%

gfdl_cm2_0 58% 35% 20% 9% 2% 1% 0% 0%
giss_er 48% 29% 14% 8% 2% 2% 1% 0%

warmer and wetter: 
csiro_3_5 51% 26% 14% 8% 2% 1% 0% 0%

cgcm3.1_t63 50% 18% 10% 4% 1% 0% 0% 0%
giss_aom 50% 28% 14% 6% 2% 1% 0% 0%

cnrm_cm3 41% 22% 13% 7% 2% 1% 1% 0%
echam5 45% 24% 13% 3% 2% 1% 0% 0%

bccr 33% 15% 11% 4% 2% 0% 0% 0%
Composites

2020 52% 32% 17% 9% 2% 2% 1% 0%
2040 74% 36% 24% 11% 6% 3% 3% 0%
2080 95% 77% 33% 13% 9% 3% 2% 0%

Senior water right prorating:                                                
likelihood of having 

September value  drop below

Junior water right prorating:                                                   
likelihood of having September value  

drop below

* More information on GCM properties and selection can be found in Mote and Salathˇ (2009, this report).
* Delta categories of warming and dry/wet are based on annual deltas.

Figure 6 (right). Basin-average reservoir inflow. Simulated 
unregulated flow (flow that would occur in the absence of 
reservoirs and irrigation withdrawals) near Parker for historical, 
2020s, 2040s, and 2080s conditions.
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Table 4b. Summary of reservoir simulation results for B1 emissions scenario: prorating

 

B1
100% 75% 50% 25% 10% 100% 95% 75%

historical  simulation 30% 14% 10% 3% 1% 1% 1% 0%
warmest and wetter:

miroc_3.2 57% 29% 13% 7% 3% 1% 0% 0%
miroc3_2_hi 74% 34% 18% 8% 5% 2% 0% 0%

ipsl_cm4 52% 22% 11% 3% 2% 0% 0% 0%
cgcm3.1_t47 58% 28% 14% 8% 2% 1% 0% 0%
cgcm3.1_t63 64% 32% 17% 8% 5% 2% 0% 0%

warmest and drier, or less wet:
ccsm3 77% 54% 37% 15% 12% 8% 7% 1%

echo_g 74% 58% 39% 21% 12% 10% 9% 1%
hadcm 48% 28% 15% 7% 2% 2% 1% 0%

warmer and drier, or less wet : 
fgoals1_0_g 54% 33% 17% 9% 3% 1% 0% 0%

pcm1 39% 25% 14% 4% 2% 0% 0% 0%
echam5 47% 25% 14% 7% 2% 1% 1% 0%

gfdl_cm2_0 50% 32% 17% 9% 2% 0% 0% 0%
gfdl_cm2_1 50% 32% 15% 8% 2% 1% 1% 0%

warmer and wetter: 
csiro_3_5 30% 15% 7% 4% 1% 0% 0% 0%
giss_aom 50% 25% 13% 7% 2% 1% 0% 0%

giss_er 46% 25% 13% 3% 2% 1% 0% 0%
cnrm_cm3 39% 14% 10% 3% 1% 0% 0% 0%

bccr NA NA NA NA NA NA NA NA
inmcm3_0 40% 19% 11% 4% 2% 1% 0% 0%

Composites
2020 48% 27% 15% 6% 2% 2% 1% 0%
2040 65% 33% 18% 9% 6% 2% 1% 0%
2080 82% 50% 26% 11% 7% 3% 1% 0%

Junior water right prorating:                                                   
likelihood of having September value  

drop below

Senior water right prorating:                                                
likelihood of having September 

value  drop below

* Delta categories of warming and dry/wet are based on annual deltas.
* More information on GCM properties and selection can be found in Mote and Salathˇ (2009, this report).
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at an average of 340 cms (~12,000 cfs) and they are at their lowest in 
September at ~55 cms (~2000 cfs). 
In the A1B emission scenarios, the May peak flow declines in the 2020s 
composite run to ~280 cms (~10000 cfs) (ensemble range from ~225 cms 
(~8000 cfs) to 370 cms (~13000 cfs)), then declines further to 255 cms 
(~9000 cfs) in the 2040s composite and further declines and shifts earlier 
to mid-February at 225 cms (~8000 cfs) in the 2080s composite (Figure 
6). In the B1 emissions scenarios, the peak streamflow declines in the 
2020s composite to ~310 cms (~11000 cfs) (ensemble range from ~225 
cms (~8000 cfs) to 370 cms (~13000 cfs)), ~280 cms (~10000 cfs) in the 
2040s composite, and 255 cms (~9000 cfs) in the 2080s composite with 
the 2080s peak shifting to February (Figure 6). Low flows in both A1B and 
B1 emissions scenarios decrease slightly, but not dramatically. 
Figure 7 shows how reservoir storage varies throughout the basin as the 
climate changes. Total system storage (Figure 7, top panel) is, on average, 
highest historically at the end of June at 1,140 mcm (~ 923 taf). In A1B 
emission scenarios, the peak in storage occurs 2 weeks earlier for the 
2020s composite at 1.098 mcm (890 taf) (ensemble range from 941 to 
1,114 mcm, or 763 to 968 taf), 4 weeks earlier in the 2040s at 1.122 mcm 
(910 taf), and 5 weeks earlier in the 2080s at 1.131 mcm (917 taf). In all 
future projections, storage is less than historical storage levels from mid-
June through January. Between January and June future storage values 
increase. With the B1 emission scenarios, changes in basin-wide storage 
are less substantial, especially in the 2080s. The peak in storage occurs 2 
weeks earlier in 2020s composite run at 1,118 mcm (906 thousands af) 
(ensemble range 940 to 1,176 mcm, or 762 to 953 taf,) and 3 weeks earlier 
in the 2040s at 1.120 mcm (908 taf), and 4 weeks earlier in the 2080s at 
1.130 mcm (916 taf). 
In addition to the combined reservoir flows, storage in each of the five 
reservoirs changes, more or less in concert with total system storage 
(Figure 7), although reservoir storage varies between reservoirs according 
to specific management goals as well as the capacity and inflows of each 
reservoir. In general, summer reservoir storage declines and winter storage 
increases, although the magnitude and extent of these differences are most 
notable in winter storage in Bumping Reservoir and through much of the 
year in Kachess. Bumping has the smallest reservoir capacity to annual 
runoff ratio (0.2), whereas Kachess has the largest (1.1), effectively, this 
means that Kachess does not fill even in years of “normal” flow, whereas 
Bumping can refill multiple times throughout a year. 
Tables 5a and 5b summarize projected storage changes for the five major 
reservoirs in October, the month when the entire system capacity is at its 
lowest. Under historical conditions, reservoirs drop below 10% of their 
capacities on average, ranging from 53% of the time for Keechelus to 7% 
of the time for Bumping. In the 2020s A1B ensembles, for the warmest and 
driest ensemble members, storage is likely to drop below current levels. 
The warmer and wetter scenarios are closest to historical values, but are 
still substantially more likely to drop below 10% of capacity. Considering 
all of the 2020s ensemble members, there is a substantial incidence of 
lower early fall reservoir storage. For example, historically Cle Elum 
Reservoir drops below 10% of capacity 1 out of every 3 years, whereas in 
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Figure 7. Reservoir storage. Simulated reservoir storage for the combined system (top panel) and for each of the 
five major reservoirs (lower five panels) for historical, 2020s, 2040s, and 2080s conditions.
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Table 5a. Summary of reservoir simulation results for A1B emissions scenario: reservoir storage

 

AIB

Cle Elum Keechelus Bumping Rimrock Kaches
historical  simulation 33% 53% 7% 34% 19%

warmest and wetter:
hadcm 60% 80% 27% 63% 37%

miroc_3.2 69% 84% 28% 64% 40%
miroc3_2_hi 68% 81% 25% 59% 38%

ipsl_cm4 59% 80% 20% 60% 26%
inmcm3_0 59% 82% 23% 61% 28%

cgcm3.1_t47 54% 73% 16% 48% 31%
warmest and drier:

ccsm3 78% 94% 42% 71% 52%
hadgem1 62% 78% 25% 59% 39%

gfdl_cm2_1 67% 81% 27% 60% 43%
warmer and drier : 

echo_g 73% 85% 35% 69% 57%
fgoals1_0_g 72% 84% 31% 65% 50%

pcm1 66% 79% 26% 58% 48%
gfdl_cm2_0 63% 76% 22% 52% 37%

giss_er 49% 71% 19% 50% 33%
warmer and wetter: 

csiro_3_5 54% 77% 21% 56% 34%
cgcm3.1_t63 59% 72% 16% 51% 26%

giss_aom 57% 76% 18% 54% 38%
cnrm_cm3 46% 72% 19% 55% 28%

echam5 47% 69% 12% 40% 26%
bccr 44% 68% 12% 49% 25%

Composites
2020 63% 79% 23% 60% 37%
2040 76% 88% 34% 70% 41%
2080 91% 93% 53% 65% 67%

 Likelihood of October Reservoir Storage dropping  below 
10%

* More information on GCM properties and selection can be found in Mote and Salathˇ (2009, this report).
* Delta categories of warming and dry/wet are based on annual deltas.

é
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Table 5b. Summary of reservoir simulation results for B1 emissions scenario: Reservoir storage 

 

B1

Cle Elum Keechelus Bumping Rimrock Kaches
historical  simulation 33% 53% 7% 34% 19%

warmest and wetter:
miroc_3.2 62% 81% 25% 60% 36%

miroc3_2_hi 73% 84% 32% 63% 40%
ipsl_cm4 59% 73% 19% 50% 29%

cgcm3.1_t47 59% 74% 22% 51% 36%
cgcm3.1_t63 62% 80% 26% 58% 39%

warmest and drier, or less wet:
ccsm3 77% 90% 35% 65% 51%

echo_g 77% 90% 40% 70% 58%
hadcm 52% 72% 19% 53% 35%

warmer and drier, or less wet : 
fgoals1_0_g 62% 74% 20% 58% 37%

pcm1 43% 65% 13% 50% 31%
echam5 53% 72% 17% 56% 33%

gfdl_cm2_0 56% 73% 20% 60% 38%
gfdl_cm2_1 59% 77% 21% 57% 37%

warmer and wetter: 
csiro_3_5 42% 69% 10% 46% 21%
giss_aom 56% 75% 19% 54% 31%

giss_er 49% 70% 16% 47% 27%
cnrm_cm3 43% 71% 13% 52% 19%

bccr NA NA NA NA NA
inmcm3_0 44% 71% 15% 52% 27%

Composites
2020 55% 76% 20% 55% 34%
2040 63% 81% 26% 58% 39%
2080 86% 91% 41% 70% 47%

 Likelihood of October Reservoir Storage dropping  
below 10%

* Delta categories of warming and dry/wet are based on annual deltas.
* More information on GCM properties and selection can be found in Mote and Salathˇ (2009, this report).é
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the 2020s composite (A1B emissions), it drops below this level in 63% of 
years (ensemble range 44% to 78%) of the time. This percentage increases 
to 76% in the 2040s and to 91% in the 2080s. B1 emission scenarios have 
similar trends, although the frequency of low storage is somewhat less 
than for A1B.

Unlike the municipal systems in the Puget Sound basin (Vano et al, 2009a, 
this report), in the Yakima system demands are reduced substantially until 
the beginning of the irrigation season the following spring. However, low 
carry-over at the end of the irrigation season can impact the system’s 
ability to meet instream flows due to hydraulic capacity limitations or 
insufficient volumes to supplement natural flows. 2 Therefore the increase 
in the frequency of this condition shows that the system may be under 
increased water stress with progressing climate change. Furthermore, 
USBR attempts to maintain some reservoir storage carry-over, especially 
in the Kachess Reservoir, which has a relatively high storage to inflow 
ratio. Carry-over storage is especially important when the upcoming fall 
and winter are dry. Reservoir outflows (Figure 8) reflect similar variations 
in the total system and in particular storage components within the 
system. 

5. Economic Impacts on Irrigated Agriculture

An economic analysis of the impacts of climate change on Yakima basin 
perennial crops was conducted using two models: the CropSyst model 
(Stöckle and Nelson, 1996; Stöckle, et al., 2003) (which simulates irrigated 
crop response to climate change) and the Irrigation District System 
Model (which projects economic impacts), briefly described in this paper. 
The perennial crops analyzed include apples and sweet cherries, which 
represent 48 percent of the region's crop value. For this analysis, we used 
the A1B and B1 emissions scenarios and the composite model runs for 
the 2020s, 2040s and 2080s. Comparisons over time were performed with 
composite model runs. For each time period, potential fertilization effects 
CO2 were simulated for the average CO2 levels expected in both the A1B 
and B1 scenarios for each time step. Higher future average CO2 levels are 
believed likely by many researchers to increase the future effectiveness of 
photosynthesis in many crops as well as reduce the plants’ loss of water 
in transpiration. The strength and longevity these effects are still a matter 
of both some controversy and active field research. (The likely effects 
of CO2 on plants are described in Stöckle et al. (2009, this report) and 
methods for incorporating CO2 effects in Cropsyst in Stöckle et al. 2003). 
The Cropsyst analysis for this paper was done both with and without CO2 
fertilization effects for both the A1B and B1 scenarios. The Cropsyst 
yield estimates include the effects of changed growing weather and the 
impacts of prorationing resulting from projected climate change for the 
composite scenario for the 2020s, 2040s, and 2080s. (See Table 6.) They 
are discussed in Section 5.2.

2 Future considerations such as additional mandated fish flows or additional endangered 
species designations could make winter flows a larger consideration. 
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Figure 8. Reservoir outflow. Projected reservoir outflow for the combined system (top panel) and for each of 
the five major reservoirs (lower five panels) for historical, 2020s, 2040s, and 2080s conditions.
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5.1. Economic Analysis Approach

The economic simulations calculate the impact of climate change on value 
of farm output and net profit for apple and cherry growing operations in 
Yakima basin that are similar to those prevailing in 2007. Therefore, the 
simulations reflect the potential impacts of climate change on Yakima 
basin farm operations for today’s economic conditions, not those that 
might evolve over the next 20, 40, or 80 years.
Economic risks associated with changes in yield were evaluated with 
a spreadsheet-based model of Yakima River Basin irrigated agriculture 
called the Irrigation District System Model (IDSM). The IDSM takes as 

 

Mean Mean Std Dev Std Dev Mean Mean Std Dev Std Dev
(senior) (junior) (senior) (junior) (senior) (junior) (senior) (junior)

Historical 22.2 20 1.2 5.3 8.9 8.1 0.9 1.9
2020 A1B No CO2 19.7 15.8 0.9 6.1 7.4 6 0.8 2.2

CO2 21 17 1 6.6 8 6.4 0.9 2.3
B1 No CO2 19.7 16.4 0.9 5.8 7.4 6.2 0.8 1.9

CO2 20.8 17.4 0.9 6.1 7.8 6.5 0.9 2.2
2040 A1B No CO2 19.1 15.7 1 5.1 7 5.5 0.7 2.1

CO2 21.6 17.8 1 5.6 8 6.2 0.9 2.5
B1 No CO2 19.3 15.9 0.9 5.4 7.2 5.8 0.8 2.2

CO2 21.2 17.5 0.9 5.8 8 6.5 0.9 2.4
2080 A1B No CO2 17.9 12.4 1.2 4.6 6.3 4 0.8 2.1

CO2 22.2 15.7 1.4 5.5 7.9 5 1 2.5
B1 No CO2 18.6 14.6 1.1 5 6.8 4.9 0.8 2.1

CO2 21.5 16.9 1.1 5.6 7.9 5.8 0.9 2.5

Total 62,109 9,508

Statewide Yields 1995-2007, Tons/Acre (Junior and Senior Lands Combined)

Cropsyst Model Scenario Composite Case Yields, by Time Period  and Scenario, with and without CO2 
Fertilization 

Price Sensitivity to Yield

Senior 22,842 3,138

Junior 39,267 6,370

Picking Labor and 
Transportation per Acre $1,526 $2,176 

Estimated Acreages of Crops (Yakima Irrigation Project)

Production Cost Data (2007 Dollars per Acre)

Total Variable Production 
Cost per Acre $6,543 $5,188 

Standard Deviation in Price 
(1995-2007) $109 $309 

= Random Normal(0, $109)+$795-$25.008 x 
Yield

Random Normal ($1,741, $309)

Statewide Prices (Dollars/Ton)
Historical Average Price per 

Ton (2000-2007) $401 $1,741 

Mean 17.2 4.61
Standard Deviation 1.74 0.72

Apples Sweet Cherries

Table 6. Agricultural economics assumptions and data for apples and sweet cherries
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input statistical distributions of per- acre yields of apples and cherries 
shown in Table 6 for the historical simulation from 1975-2004, with 
delta method climate change projections applied to this 30 year period 
as described earlier for the 2020s (2010-2039), 2040s (2030-2059), and 
2080s (2070-2099). The model sampled values from these distribution 
of crop yields from Cropsyst using Crystal Ball® (Oracle 2009) and 
multiplied the per-acre yields times the estimated acreage of apples and 
cherries operated by junior and senior irrigators in the Yakima basin 
irrigation districts to obtain statistical distributions of total production 
for each time period for junior and senior irrigators. It also multiplied 
sampled per-acre yields times sampled values of 2000-2007 crop prices 
from Table 6 to obtain statistical distributions of per acre value of output, 
and subtracted estimated year 2007 operating costs per acre to obtain 
statistical distributions of net operating profit per acre. Both these values 
are multiplied times the affected acreages to obtain estimates of the total 
impact on value of production and net operating profit. Acreages are 
shown in Table 6.
Crop price can be either statistically associated with local yields or 
may be somewhat independent, depending on market circumstances. 
For example, there is a statistically significant negative correlation in 
Washington between statewide average yields and prices, with prices 
declining about $25 per ton of increase in yield during the period 1995-
20073. That relationship has been included in the economic projections. 
Analysis of prices for cherries showed highly variable prices, but did not 
show a similar statistically significant historical relationship to yields4, so 
cherry prices were allowed to vary independently. Operating costs came 
from Washington State University crop budget information for apples and 
sweet cherries.5 They vary with yield. In water-short years, a smaller or 
non-existent harvest would result in savings of costs closely related to 
harvest such as picking labor and transportation (Table 6). 
Most water charges in Yakima Valley irrigation districts are fixed charges 
(since these charges are primarily levied by irrigation districts for 
retirement of capital debt and maintenance of distribution systems), so 
those costs would not be saved in water-short years. Many farmers that 
have proratable water supplies also have emergency wells that they use 
during droughts. Because wells take more energy to operate than gravity-
fed irrigation district water, water costs can actually increase (this would 
have added to the production costs, but also would have reduced crop 
losses in water-short years). 

5.2. Economic Impacts

Table 6 shows the Cropsyst-estimated impact of climate change on yields 
for A1B and B1 emissions scenarios for apples and for sweet cherries grown 

3Statewide apple yields varied from 14.6 tons per acre to 19.9 tons per acre during the 
period, and prices ranged from $230 to $580 per ton. Also, see Table 6.
4Statewide sweet cherry yields varied from 3.35 to 5.48 tons per acre, and prices varied 
from $1310 to $2440 per ton, but there was no relationship noted between price and yield 
based on historical statewide data. Also see Table 6.
5Crop budgets were supplied by Suzette Galinato, IMPACT Center, Washington State 
University, on September 22, 2008.
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by senior and junior water users, compared with the corresponding yields 
for historical conditions (1975-2004). While there are other important 
crops in the Yakima River basin (for example, timothy hay in the upper 
part of the basin in Kittitas County, wine grapes in Yakima and Benton 
Counties, and mint and hops in Yakima County), apples and cherries have 
among the highest dollar yields (regionally and statewide in 2007), and 
have among the highest values per acre. Both are also perennial crops, 
which are rarely modeled in climate impacts work, both are sensitive to 
growing weather and water shortages, and they span the growing season 
(cherries are an early crop, harvested in June, and apples are a late crop, 
harvested in September or October). The means and standard deviations 
shown in Table 6 are for individual crop years for the 30-year periods 
indicated and do not account for potential carryover losses associated with 
potential loss of entire trees, or for any additional effects of persistent 
drought. The analysis also ignores effects of climate on fruit size, quality, 
and marketability. 
The adverse effect of climate change on yield is apparent in these Cropsyst 
runs. While the impacts differ substantially by year, it is apparent that, 
notwithstanding a positive CO2 fertilization effect, warmer future climate 
generally results in lower yields than in the historical period, mostly due 
to water stress. This is apparent for both crops, both scenarios, and with 
and without CO2 fertilization effects. Junior water users (whose irrigation 
water is sometimes prorated and prorated more frequently as the century 
progresses) experience more steeply declining yields than do senior water 
users. CO2 fertilization effects potentially offset many of the effects of 
higher temperatures and reduced water availability. An example of this 
occurs in Table 6 for apples between 2020 and 2040 for junior water users 
in the A1B scenario. In 2020 no-CO2 case the average yield for junior 
water users is 15.8 tons per acre, whereas in the CO2 case it is 17.0 tons per 
acre. In addition, between 2020 and 2040 in the no-CO2 case the average 
yield falls from 15.8 tons to 15.7 tons, whereas in the CO2 case, higher 
average CO2 in 2040 leads to an increase in yields from 17.0 tons to 17.8 
tons. This effect does not persist, however. In the 2080 period the lack of 
water dominates, with average yields falling back to the 15.7 ton level, 
even with CO2 fertilization. 
A secondary effect of warming is an earlier and reduced growing season and 
a reduction in the need for irrigation. Table 7 shows the effect of warming 
with and without the CO2 fertilization effect on reducing season length 
and net requirement for irrigation, By the end of the century, the growing 
season begins 10 to 20 days earlier and ends up to 30 days earlier for 
apples, shortening the growing season by between 3 days and two weeks. 
With climate change and earlier and shorter season irrigation requirements, 
water demands are reduced by as much as 37% for apples and 47% for 
cherries in the 2080s in the A1B case without a CO2 fertilization effect. 
The additional amount of water saved with CO2 fertilization is about 4% 
for apples and 2% for cherries. However, in the absence of adaptation, 
the increasing frequency and severity of water shortages as the century 
progresses increases the number and severity of water stress days, and 
yields decline on average, as shown in Table 6. 
The negative impact on yields adversely affects growers’ incomes. Figure 
9 shows the impact of the warming scenarios on the cumulative probability 
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distributions of per-acre value of crop yields for apples and cherries in the 
period of the 2020s, 2040s, and 2080s (in the absence of adaptation) at 
2000-2007 prices and 2007 costs . The figure indicates a substantial shift 
toward lower yields and therefore, lower values per acre. For apples it also 
shows the effect of CO2 fertilization and the inverse effect of lower yields 
causing higher prices. Cherries do not have a price effect in this analysis, 
and are an early seasonal crop that may not be able to take advantage as 
apples do of higher CO2 in the 2040s. As a consequence, in Table 6 yields 
and values of cherry production in Figure 9 fall between the 2020s and 
the 2040s for those with junior water rights. For senior irrigators, CO2 
fertilization appears to increase yields and warmer weather appears to 
produce less negative effects on yields, as shown in Table 6. 

 

Bud 
Break Maturity Season 

Length Average Std Dev

(day) (day) (day) (mm/season) (mm/season)

Apples
Historical 89 243 151 656 166

2020 A1B No CO2 81 228 146 529 182
CO2 81 227 146 524 182

B1 No CO2 81 227 147 537 170
CO2 81 228 147 530 167

2040 A1B No CO2 79 222 143 515 159
CO2 79 222 143 501 155

B1 No CO2 80 225 145 524 167
CO2 80 225 145 512 161

2080 A1B No CO2 76 213 138 415 143
CO2 76 213 138 384 130

B1 No CO2 78 219 141 478 155
CO2 78 219 141 462 149

Sweet Cherries
Historical 88 209 121 448 118

2020 A1B No CO2 74 197 124 333 136
CO2 74 197 124 333 134

B1 No CO2 73 198 125 344 124
CO2 73 198 125 343 128

2040 A1B No CO2 70 192 122 311 127
CO2 70 192 122 312 131

B1 No CO2 71 195 124 323 134
CO2 71 195 124 325 134

2080 A1B No CO2 65 175 118 239 124
CO2 65 183 118 226 110

B1 No CO2 68 189 121 285 129
CO2 68 189 121 287 132

Average Season Length Net Required Irrigation 

Table 7. Season length in days and net requirements for irrigation for apples and cherries in the A1B and B1 
emissions scenarios for the 2020s, 2040s, and 2060s (mm/season)
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Table 8 shows the impact of climate change on average physical yields 
and on the mean and standard deviations of per-acre value of production, 
per-acre operating profit, and overall value of production for apples and 
cherries in the Yakima River basin. The table shows that in all three future 
time periods (2020s, 2040s, and 2080s) and for both crops, lower water 
availability substantially reduces the per-acre average value of production 
as well as net operating profit. In addition, there is an increasing probability 
of poor harvest years, leading to greater and more frequent operating 
losses. Table 8 shows that the expected annual operating profit on junior 
land raising cherries goes from a net profit to a net loss in both the A1B 
and B1 scenarios and that apples become increasingly unprofitable. These 
losses can be attributed to lack of water. With full water availability, as 
Table 6 shows, the projected climate change would not be harmful. These 
negative results for water-limited apple production indicate why there is 
the difference from the generally positive results for fully irrigated apples 
reported by Stöckle et al. (2009, this report).
The estimated expected average loss of annual value of production for these 
two crops from climate change ranges between $23 million (2020s, B1 
scenario) and $70 million (2080s, A1B scenario) per year, even with CO2 

Figure 9. Impact of climate 
change for junior irrigators of 
apples A1B (A), cherries A1B 
(B), apples B1 (C), and cherries 
B1 (D) on value of production 
per acre in the 2020s, 204s, and 
2080s.
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fertilization. This decline is between 5% and 16% of historical averages for 
these crops and between 2% and 5% of the total value of the $1.3 billion 
of crops and animal products produced in the three counties (Yakima, 
Benton, and Kittitas) that correspond to the Yakima basin (USDA 2004). 
It does not account for additional economic losses that may arise from loss 
of or permanent damage to trees, from carryover effects on yields, or from 
effects on fruit size, quality, or marketability. It also does not account for 
the impacts on other crops. An average 5% to 16% decline in the $913 
million in (mostly irrigated) crops produced annually in the three counties 
would range from $46 million to $146 million per year.

6. Conclusions

Climate change is projected to impact water supply within the Yakima River 
basin, especially for water users with junior water rights and - in the most 
extreme years – users with senior water rights. Due to changes in seasonal 
patterns of runoff, the system is projected to become increasingly unable to 
meet deliveries to junior water rights, and these increased occurrences of 
curtailments for junior water users may be substantial even in the 2020s. In 
the recent historical record, the Yakima basin has been significantly water 
short (as defined by 75% or less of prorating for junior water users) 14% of 
the years. Without adaptations, projections of the A1B emission scenarios 
indicate that this value may increase to 32% (with a range of 15% to 54% 

Historical 
Conditions 
(1975-2004)

A1B    
2020s

B1      
2020s

A1B   
2040s

B1        
2040s

A1B    
2080s

B1    
2080s

Apples Expected Value $6,017 $5,118 $5,599 $5,659 $5,531 $4,763 $4,867 
Standard Deviation $1,357 $1,694 $1,501 $1,399 $1,486 $1,277 $1,504 

Cherries Expected Value $5,733 $4,311 $4,729 $4,028 $4,364 $2,492 $3,325 
Standard Deviation $1,073 $1,394 $1,266 $1,601 $1,342 $1,204 $1,420 

Apples Expected Value ($14) ($729) ($367) ($291) ($403) ($914) ($867)
Standard Deviation $1,357 $1,470 $1,394 $1,332 $1,371 $1,148 $1,317 

Cherries Expected Value $1,163 $128 $432 ($79) $166 ($1,197) ($590)
Standard Deviation $1,046 $1,151 $1,091 $1,275 $1,118 $936 $1,119 

Apples Expected Value $379,392 $344,102 $362,963 $365,343 $360,297 $330,148 $334,228 
Standard Deviation $96,157 $100,173 $97,931 $95,280 $96,906 $86,114 $92,834 

Cherries Expected Value $61,663 $52,616 $55,272 $50,813 $52,953 $41,038 $46,343 
Standard Deviation $11,127 $11,911 $11,493 $12,810 $11,680 $10,166 $11,593 

Total Expected Value $441,055 $396,718 $418,235 $416,156 $413,250 $371,187 $380,571 

Average and Standard Deviation of Value Per Acre, Junior Water Rights Growers (2007 Dollars)

Average and Standard Deviation of Annual Operating Profit/Acre, Junior Water Rights Growers (2007 Dollars)

Average and Standard Deviation of Total Annual Value of Production (Million 2007 Dollars)

Table 8. Impact of climate change (A1B and B1 scenarios) on value of production, operating profit, and aggregate value of 
production for irrigated apples and cherries in the Yakima River basin, 2020s, 2040s, and 2080s
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over ensemble members) in the 2020s, and may increase further to 36% in 
the 2040s, and 77% in the 2080s. The B1 emissions scenario would likely 
have a slightly smaller impact on water shortages than A1B. In the 2020s, 
our projections show chances of prorating may occur in 27% of years for 
the composite runs (with an ensemble range from 14% to 54%), 33% for 
the 2040s and 50% for the 2080s. 
Assuming current water rights and operating policies, these changes in 
system performance may result in decreases in economic value of crop 
production. Even with earlier crop development, which may somewhat 
reduce the impacts of summer water shortages, the expected value of 
production on junior lands may decline substantially as early as the 2020s. 
Without adaptation, the expected annual profits of perennials on junior 
land are much more likely to be negative, putting the success of many farm 
operations in doubt. In addition, the total annual value of farm production 
for the two crops discussed may decline anywhere from about $23 million 
to $70 million, depending on the time period and scenario, about 2% to 
5% of total current farm production in the three counties that correspond 
to the Yakima River basin. Because many junior acres in the Yakima are 
devoted to other crops that would also be harmed by water shortages, the 
reductions in economic value could be larger. Additionally, shortages to 
senior water rights, although small, remove elasticity in the system and 
therefore impact the ability to transfer water in those years. Economic 
costs in those years may be more extreme because of lasting damage 
to perennial crops. Future planning within the basin must consider this, 
in addition to other changes as water rights are further adjudicated and 
because of legal mandates for instream flows.
Additional research should explore adaptations to future changes. By 
changing reservoir operation rules and allowing water to move between 
water users, as discussed further in Whitely Binder et al. (2009, this 
report), impacts may be reduced. How to adapt to future change requires 
careful consideration, especially because winter reservoir storage is 
projected to increase, therefore narrowing the time period between when 
managers decide to release water to prevent floods and to store water for 
summertime irrigation. 
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Effects of Projected Climate Change on Energy Supply and Demand  
in the Pacific Northwest and Washington State
Alan F. Hamlet 1,2, Se-Yeun Lee 1, Kristian E.B. Mickelson 1, Marketa M. Elsner 1,2

Abstract

Climate strongly affects energy supply and demand in the Pacific Northwest (PNW) and Washington State 
(WA). We evaluate potential changes in the seasonality and annual amount of PNW hydropower production 
and changes in energy demand in a warming climate by linking simulated streamflow scenarios produced 

by a hydrology model to a simulation model of the Columbia River hydro system. Energy demand, and potential 
changes therein, are assessed estimates of heating degree days (HDD) and cooling degree days (CDD) for both the 
20th century climate and projections of climate in three future periods (2010-2039, 2030-2059, and 2070-2099) and 
two emissions scenarios (IPCC A1B and B1). The gridded HDD and CDD values are then combined with population 
projections to create energy demand indices that respond both to climate, future population, and changes in air 
conditioning market penetration. We find that substantial changes in the amount and seasonality of energy supply 
and demand in the PNW are likely to occur over the next century in response to warming, precipitation changes, 
and population growth. In the 2020s, regional hydropower production increases by 0.5-4% in winter, decreases 
by 9-11% in summer, with annual reductions of 1-4%. Slightly larger increases in winter, and summer decreases, 
are projected for the 2040s and 2080s. In the absence of warming, population growth is projected to result in 
considerable increases in heating energy demand, however, the combined effects of warming and population growth 
are projected to result in net increases that are approximately one-half those associated with population growth 
alone. On the other hand, population growth combined with warming greatly increases the projected demand for 
cooling energy, notwithstanding that by the 2080s, total cooling energy requirements will still be substantially lower 
than heating energy demand.

1Department of Civil and Environmental Engineering, University of Washington, Seattle, Washington
2JISAO Climate Impacts Group, University of Washington, Seattle, Washington
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1. Introduction

Approximately 70 percent of electrical energy consumption in the Pacific 
Northwest (PNW) is generated by hydropower (Bonneville Power 
Administration 1994). Because streamflow, mostly within the Columbia 
River basin, is the main power source, its climatic sensitivity has been 
a concern, and has been the topic of several previous studies (Hamlet 
and Lettenmaier 1999; Payne et al. 2004; NWPCC 2005). Regional 
hydropower production in the Columbia River basin has a profound impact 
on Washington’s energy supply. A number of Public Utility Districts 
(PUDs) in Washington, for example, receive the majority of their power 
from the Bonneville Power Administration (BPA), which markets ,most of 
the Columbia River’s hydropower production. Snohomish County PUD, 
to give one example, currently receives about 88% of its electrical energy 
resources from the BPA (URL-1). Less attention has been given to the 
climatic sensitivity of energy demand in the PNW, although links between 
climate and the demand for fossil fuels and electric power are evident, and 
have been explored in past studies (e.g. Sailor and Munoz 1997; Sailor and 
Pavlova 2003; Voisin et al. 2006; NWPCC 2005; Westerling et al. 2008). 
In addition to direct effects to energy supply (for instance, changes in 
the seasonality and annual volume of streamflow entering hydropower 
reservoirs), there are a number of indirect effects of climate on hydropower 
supply and demand. These include a) changes in hydropower production 
related to climate change adaptation for other water management 
objectives (e.g. changes in flood control or attempts to adapt to losses of 
instream flow in summer), b) climate related effects to fossil fuel costs or 
availability, c) climate related effects to renewable energy resources such 
as wind turbines or photovoltaic cells, and d) shifts in population that may 
be partly related to changes in climate or water supply. 
In this paper, we analyze projected future changes in energy supply and 
demand in the PNW that specifically affect Washington State (WA). In 
particular, we address the following research questions:

How will seasonal and annual total hydropower production from the •	
Columbia River basin change over the next century in response to 
projected warming and changes in precipitation?
How will heating and cooling energy demand change over the next •	
century in response to warming and population growth? 
How do electrical peak energy demand sensitivities to temperature •	
compare in the PNW and California, and how can this information 
be used to understand potential changes in peak energy demand in 
the region related to warming?

Following methods common to the other investigations in this report, we 
examine the effects of climate change projected for future conditions in the 
2020s (2010-2039), 2040s (2030-2059), and 2080s (2070-2099) for two 
IPCC greenhouse gas emissions scenarios (A1B and B1) (Nakićenović et 
al. 2000; Mote and Salathé 2009, this report). 
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2. Methods

We summarize briefly in this section the main aspects of the methods used 
to address the research questions outlined above. 

2.1. Temperature and Precipitation Scenarios

We used composite temperature and precipitation scenarios which are spatial 
(regional) and temporal (monthly) averages of climatic changes simulated 
by 20 Global Climate Models (GCMs) for three future time periods (2010-
2039, 2030-2059, and 2070-2099) and two emissions scenarios (A1B 
and B1) (Mote and Salathé 2009, this report). The combination of three 
time periods and two emissions scenarios results in six climate change 
scenarios, which we will refer to as composite scenarios. The composite 
monthly average temperature and precipitation projections for each time 
period and each emissions scenario are given in Table 1. Around these 
mean projections of future climate there is a range of temperature and 
precipitation changes simulated by different climate models for different 
time periods due to both differing GCM sensitivity to greenhouse forcing 
and simulated decadal sequencing of precipitation and temperature 
variability (Mote and Salathé 2009, this report). These uncertainties 
notwithstanding, the composite scenarios represent a consensus prediction 
of systematic changes in climate, which form the basis for our attempt here 
to understand systematic changes in PNW energy supply and demand. 

2.2. Estimates of Regional Scale Hydropower Production

To estimate hydropower resources in the Columbia River hydro system, 
streamflow impacts for the entire Columbia River basin must be estimated. 
Here we use results produced by a 1/16th degree implementation of the 

Temperature change relative to late 20th century values (˚C)

Scenario J F M A M J J A S O N D

2020A1B 1.22 0.99 1.11 0.99 1.01 1.28 1.59 1.60 1.37 1.00 0.83 1.17

2020B1 1.10 1.08 1.11 1.03 1.01 1.06 1.34 1.30 1.21 0.99 0.79 1.01

2040A1B 1.99 1.75 1.90 1.74 1.68 2.13 2.79 2.72 2.50 1.86 1.56 1.94

2040B1 1.49 1.41 1.46 1.45 1.37 1.44 2.05 2.05 1.90 1.37 1.17 1.65

2080A1B 3.59 3.25 3.22 2.87 2.69 3.66 4.59 4.73 4.20 3.15 2.85 3.40

2080B1 2.53 2.39 2.27 2.23 2.04 2.49 3.07 3.22 2.91 2.14 2.12 2.53

Precipitation change as a fraction of late 20th century values

Scenario J F M A M J J A S O N D

2020A1B 1.00 1.00 1.02 1.01 0.99 0.94 0.90 0.90 0.91 1.02 1.06 1.03

2020B1 1.01 0.99 1.03 1.03 1.00 0.99 0.99 0.97 0.94 1.07 1.06 1.04

2040A1B 1.04 1.01 1.06 1.06 0.99 0.90 0.85 0.88 0.87 1.07 1.08 1.06

2040B1 0.99 1.00 1.06 1.03 1.02 0.99 0.95 0.91 0.94 1.05 1.07 1.07

2080A1B 1.06 1.07 1.11 1.09 1.00 0.89 0.82 0.78 0.92 1.13 1.11 1.11

2080B1 1.05 1.03 1.03 1.06 1.03 0.93 0.89 0.84 0.95 1.07 1.09 1.09

Table 1 Summary of temperature and precipitation changes for six composite climate change scenarios
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VIC hydrologic model (Liang et al. 1994) implemented over the Columbia 
River basin to predict changes in streamflow over the next century 
relative to a baseline 1916-2006 period. Elsner et al. (2009, this report) 
describe the VIC model implementation, and the model forcing data sets. 
VIC streamflow simulations were bias adjusted at monthly time scales 
using methods described by Snover et al. (2003). Historical “modified” 
streamflow data sets (which are estimates of the flows that would have 
occurred in the absence of the reservoir system, adjusted for a consistent 
level of consumptive water use for irrigation), used to train the bias 
adjustment process, were originally prepared for the BPA and cover the 
period 1928-1999 (BPA 2004). 
To estimate hydropower production, the ColSim reservoir simulation model 
(Hamlet and Lettenmaier 1999; see also Figure 1) was used to simulate 
reservoir operations resulting in energy production at 20 major projects 
in the basin for a historic baseline period of 1917-2006 (one year, 1916, 
required for spin-up), and the same group of water years extracted from the 
future delta-method scenarios described above. Hamlet and Lettenmaier 

Figure 1. Columbia River basin 
projects incorporated in the ColSim 
reservoir model (note Snake River 
projects are aggregated in the 
model). 
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(1999) describe the model in more detail, but in brief it simulates the 
operation of the multi-objective reservoir system, including hydropower 
production, flood control, irrigation withdrawals in the Snake Basin, and 
instream flow augmentation for fish in the mainstem and tributaries. By 
linking the model to different streamflow scenarios, the effects of altered 
hydrologic variability on system-wide energy production are estimated. 
The model includes some basic adaptive responses associated with flood 
control (i.e. the amount of flood evacuation is automatically adjusted 
in the model as a function of changing summer flow volumes), but in 
general the reservoir operating policies (including monthly energy targets 
for “firm” and “non-firm” energy in the model, which are derived from 
historic analyses) are held fixed in these experiments. Thus the simulation 
framework represents very limited adaptive responses related primarily to 
improved streamflow forecasting that takes into account ongoing warming 
in estimating summer streamflow volumes. Other potential adaptation 
alternatives are discussed by Whitely Binder et al. (2009, this report).
The effects of potentially changing seasonal energy demand on the 
reservoir model simulations merits some further discussion. Currently, 
hydropower resources supply approximately 70% of the electrical energy 
demand in the PNW (BPA 2004). Because hydropower usually represents 
the least expensive source of energy, the amount of energy that is extracted 
from the Columbia River hydro system is not strongly related to year-
to-year demand variations, but is instead controlled primarily by water 
availability (i.e. the “fuel” of a hydropower resource is the limiting factor). 
To be sure, in a given operational year, seasonal variations in demand 
may play a significant role in the way the reservoir system is operated. 
Here, however, where long-term averages of hydropower production over 
a 90-year simulation period (1917-2006) are reported, these short-time-
scale operational effects can probably be neglected without affecting the 
outcomes in any material way. The same cannot be said for conventional 
fuel-based energy resources that must supply the remaining demand for 
power over and above what can be supplied by hydropower and other 
renewable resources. 

2.3. Estimates of Heating and Cooling Energy Demand Drivers 

In many previous analyses (e.g. NWPCC 2005; Sailor and Munoz 1997; 
Voisin et al. 2006), energy demand has been estimated using aggregated 
population, temperature (or heating/cooling degree days) and energy use 
data for large urban centers. While this approach certainly make sense 
given the concentration of PNW population in urban centers (Figure 5), 
here we take the more fundamental approach of estimating population, 
heating and cooling degree days, and air conditioning market penetration 
in a gridded format at 1/16th degree latitude by longitude resolution (about 
5 by 6.5 km, or roughly 32.5 km2 area). These gridded data are then used to 
create a gridded heating energy demand index (HEDI) and cooling energy 
demand index (CEDI) for each grid cell. HEDI is a function of population 
and heating degree days (HDD), and CEDI is a function of population, 
cooling degree days (CDD), and air conditioning market penetration 
(A/C_Pen, defined below). The indices are defined as follows:
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HEDI = Population * (Annual Heating Degree Days)	 (1)
CEDI = A/C_Pen * Population * (Annual Cooling Degree Days)	 (2)

where A/C_Pen is the estimated total residential air conditioning market 
penetration (i.e. the fraction of the population that has access to either 
central or window air conditioning) for each grid cell, estimated as a 
function of annual CDD (Sailor and Pavlova 2003, eq 4):

A/C_Pen (CDD) = (0.944 – 1.17 * exp(-0.00298*CDD)	 (3)
A minimum value of A/C_Pen of 0.08 was imposed to reflect the fact that 
at relatively low CDD values air conditioning market penetration is less 
strongly determined by CDD and is generally not zero (Sailor and Pavlova 
2003). 
This overall approach has several advantages. First, the climate sensitivity 
of the indices are primarily physically based, which avoids assumptions 
of parameter stationarity for future projections (unlike regression-based 
approaches trained on observed data). Second, it facilitates aggregation 
of the data in different ways after the fact: allowing, for example, an 
assessment of rural areas or smaller towns as well as large urban centers. 
Third, it facilitates the use of more detailed representations of changing 
population, or changes in energy use patterns that have substantial 
geographic variations. Separating the influence of population and climate 
on energy demand also facilitates a clearer representation of the changes 
related to each, and facilitates the construction of qualitative scenarios that 
explore a range of uncertainties (a few simple variations of which we will 
explore in this paper). We note that effects of potentially changing energy 
use efficiency are not included in the analysis, although this would be a 
beneficial analysis in the future to evaluate the effectiveness of various 
adaptation strategies related to conservation and demand management 
(see Whitely Binder et al. 2009, this report). 
We computed gridded estimates of long-term average heating and cooling 
degree days for a baseline period of 1970-1999, and then performed 
the same calculations for six future scenarios (discussed above) based 
on the same group of years. Daily average temperatures (approximated 
as the average of maximum and minimum daily temperature extremes) 
were extracted from a gridded 1/16th degree meteorological driving data 
set. These data are derived from gridded station data, and topographic 
adjustments were made using products from the Precipitation Regression 
on Independent Slopes Method (PRISM) (Daly et al. 1994). The methods 
used in producing these meteorological data sets are described in more 
detail by Hamlet and Lettenmaier (2005) and Elsner et al. (2009, this 
report).
Heating degree days (HDD) and cooling degree days (CDD) are calculated 
in the usual manner for each day as follows:

max minmax 0,18.33
2

t tHDD  +  = −    
 			   (4)

max minmax 0, 23.89
2

t tCDD  +  = −    
			   (5)
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where tmax and tmin are maximum and minimum daily temperatures in 
degrees Celsius, respectively.
These daily values are then aggregated to annual values. Summary results 
for WA alone were compiled by averaging HEDI and CEDI values for all 
cells in WA. At the time of this writing gridded 1/16th degree meteorological 
data were not available for part of the domain in the Puget Sound Lowlands 
(primarily Island County and San Juan County), and these areas were 
excluded from the analysis.
Although providing a transparent and largely physically based approach 
for estimating fundamental energy demand drivers, a number of potential 
limitations associated with the methods outlined above should be 
mentioned. HDD and CDD are imperfect measures of per capita energy 
demand for space heating and cooling, which varies with economic status, 
building size and design, solar and appliance loads, efficiency of end-
use technology, and other factors. Temperature thresholds for calculating 
HDD and CDD may not be stationary in time, and there is some evidence 
of acclimatization to warmer conditions which may influence the 
interpretation of these data (Sailor and Pavlova 2003). Estimates of air 
conditioning market penetration, although shown to be strongly related 
to CDD, are subject to many different factors including variations in 
economic status, cost of energy, prevalence of new construction in a 
given area, etc. The estimates included here may underestimate market 
penetration in relatively affluent areas such as the major population centers 
west of the cascades and in the Spokane and Tri-Cities metropolitan areas, 
and overestimate market penetration in less affluent areas. Changes in air 
conditioning market penetration may not progress steadily through time 
(as we assume here), and instead may emerge in response to extreme heat 
waves or other factors.

2.4. Population Data

Several sources of future population projections are available for WA. At 
the county level, population projections have been prepared in support of 
the WA Growth Management Act (GMA) (URL-2, medium estimates) to 
2030. These data are arguably the most carefully prepared projections of 
changing population in WA, but proved cumbersome given their relatively 
coarse spatial resolution (roughly 60 km). Therefore, we used a hybrid 
approach based on gridded 1/16th degree global population estimates for 
2000, which we rescaled to match the GMA county estimates of population 
for 2000 and 2025 over WA. Gridded 2000 population estimates were 
extracted from high resolution Gridded Population of the World, version 
3 (GPWv3) global data sets (CIESIN 2005; Balk and Yetman 2004) and 
were regridded and aggregated to the 1/16th degree spatial resolution of the 
climate data (described above). Population growth rates for each county 
were estimated by comparing medium GMA 2000 population estimates to 
medium GMA 2025 population estimates. Population estimates for 2045 and 
2085 were then projected as a linear extension of the estimated population 
growth rate from 2000 to 2025 for each county using the medium estimate 
GMA data sets. Finally, the gridded population data at 1/16th degree for 
2000 were rescaled to match the new population estimate in each county 
for each future time period. Qualitative scenarios of population growth 
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after 2025 are based on: a) a simple assumption of continued linear growth 
using the rate calculated above through the end of the century, and b) a 
scenario in which we assume that population continues to grow linearly 
until 2045, but stays at this level through the end of the century. We should 
note that population estimates are very uncertain at these long time scales 
and also lack an appropriate scientific basis (the practical limits of trend 
extension methods are perhaps one or two decades). Nonetheless, these 
qualitative scenarios are instructive in the context of a sensitivity analysis, 
which is their intended use.

2.5. Estimates of Peak Electrical Energy Demand as a Function 
Temperature

Using multiple linear regression approaches, Voisin et al. (2006) estimated 
electrical energy demand in the PNW and California (CA), using population-
weighted temperature data as the primary explanatory variable. Westerling 
et al. (2008) refined these methods to produced nonlinear relationships 
between temperature and regional peak electrical energy demand in both 
the PNW and CA. In both cases, the relationships are based on hourly 
electrical energy data supplied by utilities to the Federal Energy Regulatory 
Commission (FERC) under its 714 reporting requirements. We will 
primarily use these relationships as a means to understanding potentially 
changing peak energy demands (related particularly to increased use of air 
conditioning) in the PNW which may accompany systematically warmer 
temperatures. 

3. Results and Discussion
3.1. Changes in Regional Hydropower Production 

As discussed by Elsner et al. (2009, this report), changes in temperature 
and precipitation (Table 1) expected in the 21st century will have profound 
implications for the timing and volume of streamflow in the PNW. Changes 
in streamflow will have important implications for regional-scale electrical 
energy supply. As discussed above, we examine these changes using model 
simulations of Columbia River basin hydropower production. 
Hydropower production in the Columbia River basin is strongly correlated 
with modified streamflow in the Columbia River at The Dalles, OR. Figure 
2 shows simulated monthly average mean flow at The Dalles, associated 
with 20th century climate and the three A1B and B1 scenarios. Consistent 
with many previous studies (Hamlet and Lettenmaier 1999; Payne et al. 
2004; NWPCC, 2005), warming produces increased flow in winter, reduced 
and earlier peak flows, and systematically lower flows in summer (Figure 
2). Although the seasonal shifts in streamflow timing are strongly related 
to warming alone (Elsner et al. 2009, this report), the projected increases 
in cool season (Oct-March) precipitation and decreases in warm season 
precipitation in the scenarios (see Mote and Salathé 2009, this report) 
exacerbate these seasonal effects. On annual time scales, however, the 
effects of warming and increasing winter precipitation on streamflow are 
opposed. In the absence of warming, increases in cool season precipitation 
would increase annual flow (Hamlet and Lettenmaier 1999; Elsner et al. 
2009, this report). In the streamflow scenarios, however, small reductions 
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in annual flow at The Dalles (2-4% by mid-21st century) result from the 
combination of warmer temperatures (increased annual evaporation) and 
increased cool season precipitation.
Simulated changes in system-wide energy production (without substantial 
adaptive responses to reservoir operations) largely follow the patterns 
of altered annual flow and streamflow seasonality. Figure 3 shows long-
term mean system-wide energy production for the 20th century climate 
compared to the A1B and B1 climate change scenarios (note that each 
trace in the plot is an average, by month, over 91 simulated years). These 
results broadly corroborate the findings of previous studies (Hamlet and 
Lettenmaier 1999; NWPCC 2005). 

Figure 2. Simulated long-term mean modified streamflow for the 
Columbia River at The Dalles, OR for six climate change scenarios. Top 
panels show results for the A1B scenario. Bottom panels show results for 
the B1 scenario. 
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Figure 3. Simulated long-term mean, system-wide hydropower production from the 
Columbia River basin for six climate change scenarios. Top panels show results for the 
A1B scenario. Bottom panels show results for the B1 scenario. 

Table 2. Summary of simulated hydropower production (percent of 
historic base case) 

Annual OND JFM AMJ JAS

Historic 100.00 100.00 100.00 100.00 100.00

2020A1B 96.18 97.01 100.40 96.30 88.56

2020B1 98.83 100.25 103.97 98.08 90.96

2040A1B 96.13 98.09 104.19 94.94 84.05

2040B1 97.57 99.65 104.04 96.57 87.44

2080A1B 96.48 101.63 109.78 92.46 78.73

2080B1 97.05 101.60 106.95 94.38 82.48
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Table 2 summarizes the changes in long-term mean hydropower production 
by season as a percentage of the 20th century values. As expected, the 
simulations show increased hydropower production in cool season and 
decreases in warm season. Changes in annual hydropower production 
are relatively modest (a few percent) and essentially follow the small 
reductions in simulated annual flow at The Dalles. The largest changes 
in hydropower production occur in the period July-Sept, which coincides 
with peak seasonal air conditioning loads (Voisin et al. 2006; Westerling et 
al. 2008).

3.2. Changes During Drought Years

Changes in extremes during drought are also evident in the simulations, 
and largely follow the changes in mean energy production in each month 
discussed above. For simulations of critical drought years (e.g. water years 
1937, 1977, 2001), cool season hydropower production under climate change 
scenarios is comparable to the 20th century simulation, whereas the warm 
season (defined as April-September) hydropower production is lower than 
in the 20th century drought years. These results support the hypothesis that 
the impacts of future droughts in cool season will be comparable to those 
in the 20th century (mitigated both by use of storage, increased cool season 
precipitation, and a shift toward increased winter runoff due to reduced 
snowpack). Drought impacts in spring and summer, however, are exacerbated 
in the simulations, with lower energy production occurring for these seasons 
for warmer conditions. Loss of runoff from glacial melt (which is not included 
in the VIC simulations) may exacerbate impacts to late summer low flow and 
energy production, especially during critical drought years.

3.3. Uncertainties Related to Decadal Precipitation Variability

Mote and Salathé (2009, this report) have shown that systematic changes in 
annual precipitation PNW are projected to be modest over the next century 
(also see Table 1). Furthermore these systematic changes are relatively 
small in comparison with observed decade-to-decade variations in 20th 
century precipitation. One can conclude that precipitation variability at 
decadal time scales are therefore an important source of uncertainty in the 
assessment of impacts for any given decade in the future. Although 21st 
century patterns of decadal variability may be different than the 20th century 
ones, nonetheless 20th century patterns of decadal variability provide a useful 
basis for assessing these kinds of uncertainties. An analysis of simulated 
hydropower production for the 2020A1B scenario for the relatively wet 
period (1947-1976) associated with the cool phase of the Pacific Decadal 
Oscillation (PDO) (Mantua et al. 1997), compared to the relatively dry 
period (1977-2004) associated with the warm phase of the PDO showed 
that only the changes in energy production in June, July, and August were 
consistently different from the historic base case when decadal variations 
were considered. As warming intensifies in the 21st century, however, the 
importance of decadal precipitation uncertainties declines and streamflow 
timing shifts associated with warming become the dominant effect. This 
change in the importance of precipitation uncertainties occurs around the 
2040s in our analysis (see also Hamlet and Lettenmaier 1999 for a similar 
analysis of decadal climate variations on future projections).
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3.4. Tradeoffs Between Impacts to Hydropower Production and 
Impacts to Other System Objectives

In some past studies (e.g. NWPCC 2005) the performance of the 
Columbia River hydropower system in response to climate change 
scenarios has been largely dissociated from impacts to other system 
objectives (such as flood control, or instream flow augmentation for 
fish). This analysis is potentially misleading, because it ignores the 
potential for future adaptation in response to other system impacts that 
may indirectly impact energy production. As an illustration of this point, 
Figure 4 shows a probability of exceedance plot of simulated regulated 
monthly outflows in August at Priest Rapids Dam from ColSim model 
simulations. (Flows at this location are associated with instream habitat 
in the ecologically important Hanford Reach of the Columbia River). As 
warming increases, regulated summer streamflow becomes increasingly 
impacted as the streamflow timing shifts. Although the model is using 
more storage on a limited basis to support minimum monthly flow 
targets at this location (~1420 cms) more substantial adaptive responses 
to mitigate these impacts would require a much larger increase in the use 
of reservoir storage on a basin-wide scale, which in turn would impact 
energy production. Payne et al. (2004) showed, for example, that there 
were unavoidable tradeoffs between increasing storage allocation to 
support fish flows and “firm” energy resources in winter due to impacts 
on reservoir storage levels.
Changes in flood control operations are also expected in response to 
generally reduced flood risks in the Columbia main stem and streamflow 
timing shifts towards earlier peak flows (Lee et al. 2009; Mantua et al. 
2009, this report). Lee et al. (2009) demonstrate that the use of current 
flood control rule curves in warmer conditions will impact reservoir refill, 
and propose optimization approaches for rebalancing flood control and 
reservoir refill in a changing climate. Improving reservoir refill ultimately 

Figure 4. Probability of exceedance 
plot of simulated regulated flow in 
the Hanford Reach of the Columbia 
River for historic conditions and six 
climate change scenarios.
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benefits both hydropower production (by increasing volumetric efficiency 
of energy production) and instream flow augmentation for fish.
Research to develop more fully integrated adaptation strategies in 
response to these complex tradeoffs between hydropower production 
and other system objectives is needed to better understand the combined 
impacts to regional energy supply. Such tradeoffs will also materially 
affect transboundary relationships between Canada and the US associated 
with the Columbia River Treaty (Hamlet 2003), and improved tools to 
assess these tradeoffs will be needed to inform the negotiations between 
Canada and the U.S. regarding the future of the Treaty.

3.5. Population 

Figure 5 shows gridded estimates of year 2000 population in WA. Most 
of the population is localized in urban centers in the Interstate-5 corridor 
in western WA, the Tri-Cities metropolitan area in south-central WA, and 
Spokane metropolitan area in the eastern-most part of the state. Thus the 
dominant climatic influences on state-wide energy demand are focused in 
a few relatively small geographic areas. Projections of population change 
are uncertain and vary throughout the state by county according to the 
GMA assessments discussed above, but projected changes are relatively 
consistent in the large population centers in WA, where projected changes 
vary from about 13-17% per decade from 2000-2025. Population is 
assumed to grow only in currently populated areas in the gridded data 
sets.
It is worth noting that projections of population past the 2020s lack a 
credible scientific basis and are an important source of uncertainty in 
energy analysis at time scales relevant to climate change investigations. 
Future research using new approaches and methods will be needed to 
address these concerns.

Figure 5. Gridded population 
estimates for Washington for the 
year 2000. Units: population density 
in persons per square km. Each grid 
cell is approximately 32 km2. 
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3.6. HDD, CDD, and Air Condition Market Penetration

Figure 6 shows long term average HDD, CDD, and A/C penetration 
calculated for historic data (1970-1999) for WA. Figures 7-9 show the 
same estimates for WA for six climate change scenarios (three time 
periods and two emissions scenarios discussed above). HDD estimates 
show relatively homogeneous changes throughout the region as winter 
temperatures warm (Figure 7). CDD estimates, however, show more 
localized changes in central WA (Figure 8). A/C penetration, which is a 
non-linear function of CDD, largely follows the changes in CDD. CDD 
and A/C penetration in western WA are relatively insensitive to warming 

Figure 6. Long-term average 
historic heating degree days (top 
panel), cooling degree days (middle 
panel), and estimated saturation air 
conditioning market penetration 
(bottom panel) for Washington (1970-
1999). Heating degree days are in units 
of degree C based on a threshold of 
18.33 degrees C (65 degrees F). Cooling 
degree days are based on a threshold 
of 23.89 degrees C (75 degrees F). Air 
conditioning market penetration is 
expressed as fraction (%).
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in the 2020s and 2040s, because temperatures mostly remain below the 
daily average CDD threshold of 18.3˚C (75˚F), even for a warmer climate. 
By the 2080s, however, substantial changes in CDD and A/C market 
penetration are apparent even in the cooler areas of WA. 

3.7. Scenarios of HEDI and CEDI

In this section we estimate the sensitivity of HEDI and CEDI to population 
growth and factors related to warming (changing HDD, CDD and air 
conditioning use), and then project the combined effects of population 
growth and warming. Given the great uncertainties related to population 

Figure 7. Long-term average 
annual total heating degree days for 
Washington, for three future time 
periods and two emissions scenarios. 
Heating degree days are in units of 
degrees C based on a threshold of 
18.33 degrees C (65 degrees F).
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Figure 8. Long-term average annual total cooling degree days for 
Washington, for three future time periods and two emissions scenarios. 
Cooling degree days are based on a threshold of 23.89 degrees C (75 
degrees F). 
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Figure 9. Projected saturation air conditioning market penetration 
(expressed as a fraction) for three future time periods and two emissions 
scenarios. (Note that a lower bound of 0.08 has been imposed)
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projections at the end of the 21st century, we also 
estimate HEDI and CEDI using a qualitative 
scenario-based approach introduced above (Table 
3). 
Figure 10 shows the sensitivity of HEDI to 
population growth alone and decreasing HDD 
alone (fixed 2000 population) and projects the 
combined effects of warming and linear population 
growth until the end of the 20th century for the A1B 
and B1 scenarios. Table 3 tabulates the values 
in a matrix format for different combinations of 
warming scenario and population growth. For 
HEDI, because the effects of changing population 
and changing climate are in opposite directions, 
the effects of population growth alone are 
associated with the greatest increases to HEDI 
(+38% by the 2020s), whereas the effects due 
to climate alone are associated with decreases to 
HEDI (-12% by the 2020s). The combined effects 
result in impacts between the two extremes in the 
sensitivity analysis. Changes in HEDI will affect 
both demand for fossil fuels for space heating and 
electrical power demand.
Figure 11 shows the sensitivity of CEDI to 
population growth alone, increasing CDD alone 
(fixed 2000 population and A/C penetration), 
and the combined effects of increasing CDD 
and A/C penetration (fixed 2000 population), 
and projects the combined effects of warming 
and linear population growth until the end of the 
21th century for the A1B and B1 scenarios. Table 
3 tabulates the values in a matrix format. The 
response of CEDI is fundamentally different from 
that for HEDI, because in this case the effects 
of increasing population, increasing CDD, and 
increasing use of A/C on CEDI are all in the same 
direction. Thus the greatest effects are shown to 
occur for combined effects of population growth 
and warming. Changes in CEDI are especially 
important in the context of planning for electrical 
energy needs, because energy use associated with 
CEDI is associated primarily with electrical energy 
for air conditioning loads. In the next section we 
will discuss the potential effects of warming on 
peak electrical energy demand.
As noted above, large population uncertainties at 
the end of the 21st century play an important role 
on the uncertainties in the 2080s projections of 
HEDI and CEDI. We explore these uncertainties 
by calculating HEDI and CEDI for the 2080s 
climate, assuming that population has stabilized 

A1B scenario

HEDI

population 2000 2025 2045 2085

Climate

1980s 3.12 4.31 5.26 7.15

2020s 2.76 3.81 4.64 6.32

2040s 2.51 3.47 4.23 5.76

2080s 2.13 2.94 3.59 4.88

CEDI

population 2000 2025 2045 2085

Climate

1980s 0.033 0.046 0.057 0.077

2020s 0.073 0.101 0.123 0.168

2040s 0.130 0.180 0.219 0.298

2080s 0.284 0.392 0.478 0.651

B1 scenario

HEDI

population 2000 2025 2045 2085

Climate

1980s 3.12 4.31 5.26 7.15

2020s 2.78 3.84 4.68 6.37

2040s 2.64 3.65 4.45 6.05

2080s 2.38 3.28 4.00 5.45

CEDI

population 2000 2025 2045 2085

Climate

1980s 0.033 0.046 0.057 0.077

2020s 0.064 0.089 0.108 0.148

2040s 0.092 0.127 0.155 0.211

2080s 0.158 0.218 0.266 0.362

Table 3. Matrix summary of Washington State HEDI and CEDI 
estimates for different combinations of PNW climate (rows) and 
population (columns) for A1B and B1 emissions scenarios. (HEDI 
units: million person-HDD, CEDI units: million person-CDD)
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Figure 10. The top panel shows sensitivity of HEDI 
to population growth alone, and decreasing HDD 
alone. The bottom panel shows the combined 
effects of population growth and decreasing HDD 
on HEDI for two emissions scenarios. (see Table 3 
for full matrix of values)

Figure 11. The top panel shows sensitivity of CEDI 
to population growth alone, increasing CDD alone, 
and the combined effects of increasing CDD and 
increasing A/C penetration alone. The bottom 
panel shows the combined effects of population 
growth, increasing CDD, and increasing A/C 
penetration on CEDI for two emissions scenarios. 
(see Table 3 for full matrix of values) 
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at projected 2045 level (Table 3). For this population growth scenario 
HEDI is lower in the 2080s than in the 2040s, due to stable population 
and decreased HDD. This shows that, depending on population growth, 
heating energy demand could potentially peak in mid-21st century. CEDI, 
however, continues to strongly increase from the 2040s to the 2080s 
(roughly doubling) even with the assumption of a stable population, 
because CDD and A/C penetration continue to increase dramatically 
with warming.
We close this section with a discussion of the relative magnitude of the 
changes in HEDI and CEDI. As discussed above, changes in CEDI are 
very large on a percent basis, but for the historic baseline and early 21st 
century the absolute magnitude of CEDI is small in comparison with 
HEDI. Direct comparison of energy demand associated with HEDI and 
CEDI is somewhat complex, because the sources of energy that supply 
these fundamental drivers of space heating and cooling demand, and the 
efficiency of end-use technology in each case is not directly comparable. 
Residential energy demand associated with HEDI, for example, is supplied 
by both fossil fuels (about 47% averaged for the 1990s, URL-3) and 
electric power (53%), and efficiencies of end-use technology range from 
about 0.75-1.00 depending on the source. Energy demand associated with 
CEDI is supplied primarily by electrical power for air conditioning, which 
typically has a higher end-use coefficient of performance of 2.0-3.0. 
For the purpose of discussion, we consider only residential heating and 
cooling load supplied by electrical power. To facilitate this comparison, 
HEDI is multiplied by 0.53 to account for the fraction of heating energy 
demand that is taken by electrical power, and end-use efficiency is assumed 
to be 1.0 (electrical resistance heating). CEDI is assumed to be supplied 
entirely by electrical power, with an end-use coefficient of performance of 
2.5. Using these adjustments, Table 4 shows estimates of the percentage 
of total residential space heating demand supplied by electric power 
associated with heating and cooling demand respectively. For the historic 
condition, cooling energy demand is estimated to account for less than 
1% of the total residential electrical demand. For the 2020s, 2040s, and 
2080s respectively, cooling energy demand accounts for 1.7-2.0 %, 2.6-
3.8%, and 4.8-9.1% of the total residential demand. Relative to the historic 
baseline for total residential demand, cooling energy rises from 0.8 % of 

Scenario A1B B1

Percent of Total 
Demand 

Associated with 
HEDI

Percent of Total 
Demand Associated 

with CEDI

Percent of Total 
Demand 

Associated with 
HEDI

Percent of 
Total Demand 

Associated with 
CEDI

Historic 99.2 0.8 99.2 0.8

2020s 98.0 2.0 98.3 1.7

2040s 96.2 3.8 97.4 2.6

2080s 90.9 9.1 95.2 4.8

Table 4. Percentage of estimated total residential electrical energy demand associated with HEDI and CEDI 
respectively.
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total demand for the base condition to 2.1-2.4%, 3.7-5.3%, 8.7-15.6% for 
the 2020s, 2040s, and 2080s respectively. Thus for the future scenarios, 
residential heating energy demand remains the dominant portion of the 
load, despite dramatic increases in cooling load on a percent basis. 
It is important to note that impacts at smaller spatial scales (e.g. small 
PUDs in eastern WA) and to other elements of the load mix not considered 
here may behave very differently. Energy demands associated with cooling 
needs for commercial computer resources, for example, are probably 
negatively correlated with HEDI, and positively correlated with CEDI and 
are likely to have a very different sensitivity to warming. More detailed 
studies will be needed to assess the impacts in different sectors of the 
energy market and different geographic areas of the state.

3.8. Changes in Peak Electrical Demand in Summer

In the PNW, peak electrical demand in summer is currently relatively 
low (reflecting low values of CEDI), and the sensitivity of peak demand 
to warming is modest. In northern CA, by comparison, a much more 
substantial portion of the observed electrical demand is associated with 
warm temperatures in the summer, and the sensitivity to increasing 
temperature is larger (Voisin et al. 2006; Westerling et al. 2008). 
Figure 12 shows non-linear relationships between daily tmax and regional 
peak electrical energy demand in the PNW and northern CA. Although the 
20th century summer climate in CA is not a perfect analogue for warmer 
conditions in the PNW, the differences between these relationships in the 
PNW and CA provide important information about the kinds of changing 
peak electrical demand patterns that should be expected to accompany 
adjustments to systematically warmer conditions (such as increased use 
of air conditioning). Sensitivity to warmer climate is broadly interpreted 
as a move to the right along the x-axis in Figure 12. Thus the slope of the 

Figure 12. Non-linear relationships 
between daily maximum temp
erature and daily peak electrical 
energy demand in the PNW (left) 
and northern CA (right). Source: 
Westerling et al. 2008.
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fitted lines in plots (i.e. the first partial derivative of demand with respect 
to temperature) characterizes the demand sensitivity to warming. Note that 
the slope of the fitted line is much steeper in CA than in the PNW for a 
given temperature. This supports the argument that changes in the PNW 
summer electrical energy demand will probably be much larger than would 
be suggested by historic patterns of use in the PNW. We note, however, 
that changes in tmax could potentially be different than the projections 
of the daily average temperature changes we consider here. If tmin 
increases strongly but tmax does not increase appreciably, for example, 
peak electrical demand related to space cooling needs may be relatively 
insensitive to warming.
Monthly regression-based models of daily average regional scale energy 
demand in CA and the PNW developed by Voisin et al. (2006) also provide 
useful quantitative guidance on potential changes in end-use technology 
in the PNW in response to warming. In CA in July for example, the 
coefficient in the regression equation associated with population weighted 
temperature (i.e. the first partial derivative ∂(Demand)/∂(Temperature)) is 
53% percent higher than that for the PNW at the same time of year. These 
observed differences between the two regions support the hypothesis that 
increased temperatures and increased A/C market penetration will result 
in strongly increased sensitivity to warmer conditions on daily time scales. 
These issues have been noted in earlier studies as well (e.g. NWPCC 2005), 
but more research is needed to understand the capacity and distribution 
impacts of these kinds of effects.

3.9. Future Research Needs

In closing this section, we list a number of specific research needs, beyond 
the scope of the current investigation, which have emerged in the course 
of preparing this paper: 

Population projections over long time horizons (> 20 years) are 1.	
very uncertain and lack a credible scientific basis. New approaches 
and methods are needed to provide credible population forecasts on 
time scales that are relevant to climate change studies. 
More detailed projections of specific impacts to daily maximum and 2.	
minimum temperature are needed to facilitate better projections of 
daily average and peak loads. 
We have focused here on climate sensitivities related primarily 3.	
to residential and commercial space heating and cooling needs. 
Additional analyses estimating climate-related energy demand 
impacts in the larger commercial, industrial, and transportation 
sectors are needed to extend these results.
The combined effects of hydrologic changes and climate change 4.	
adaptation on the Columbia River hydro system are only partially 
understood, and more resources need to be focused on this problem. 
In particular the combined effects of adaptation for hydropower 
production, flood control, and instream flow for fish are needed. 
More sophisticated tools will be needed to explore and prioritize 
the full range of adaptation alternatives, and to understand the 
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implications for the transboundary relationship between Canada 
and the US in the Columbia River basin.
Linkages between water availability and conventional energy 5.	
production (e.g. via power plant cooling needs) have been 
established in other studies, but projections of constraints on 
conventional resources that incorporate altered water availability 
in summer are not currently available. These effects should be 
incorporated in estimates of warm-season energy supplies from 
conventional resources.
The potential for increased use of renewable energy (such as 6.	
residential solar water heating) should be considered in future work 
to estimate both supply and demand, particularly in summer when 
these technologies are most effective in the PNW.
There is a need to better understand the potential conjunctive 7.	
management strategies with other western regions, and to assess 
the infrastructure needs associated with these strategies.
A quantitative assessment of the effects of glacial melt on summer 8.	
low flows and late summer hydropower production is needed, 
particularly in the context of critical drought years. 

4. Conclusions

Hydropower production in the Columbia River basin is projected 
to decline slightly on an annual basis by mid-21st century, but is 
projected to increase in winter and decline in summer. By the 2020s, 
regional hydropower production is projected to increase by 0.5-4% in 
winter, decrease by 9-11% in summer, with annual reductions of 1-4%. 
By the 2040s hydropower production is projected to increase by 4.0-4.2% 
in winter, decrease by about 13-16% in summer, with annual reductions 
of about 2.5-4.0%. By the 2080s hydropower production is projected to 
increase by 7-10% in winter, decrease by about 18-21% in summer, with 
annual reductions of 3.0-3.5%. The largest and most robust changes in 
hydropower production are projected to occur from June-Sept, during the 
peak air conditioning season. 
Despite decreasing HDD with projected warming, heating energy 
demand is projected to increase due to population growth. In the 
absence of warming, population growth is projected to increase heating 
energy demand in WA by 38% by the 2020s, 68% by the 2040s, and 
129% by the 2080s. For fixed 2000 population, projected warming would 
reduce heating energy demand by 11-12% for the 2020s, 15-19% for the 
2040s, and 24-32% for the 2080s due to decreased heating degree days. 
Combining the effects of warming with population growth, heating energy 
demand for WA is projected to increase by 22-23% for the 2020s, 35-42% 
for the 2040s, and 56-74% for the 2080s. Increases in HEDI will have 
important impacts on both demand for fossil fuels such as natural gas and 
demand for electrical power.
Cooling energy demand is projected to increase rapidly due to 
increasing population, increasing cooling degree days, and increasing 
air conditioning market penetration. In the absence of warming, 
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population growth is projected to increase cooling energy demand in WA 
by 38% by the 2020s, 69% by the 2040s, and 131% by the 2080s. For 
fixed 2000 population, warming would increase cooling energy demand 
by 92-118% for the 2020s, 174-289% for the 2040s, and 371-749% by 
the 2080s due to the combined effects of increased CDD and increased air 
conditioning market penetration. Combining the effects of warming with 
population growth, cooling energy demand would increase by 165-201% 
(a factor of 2.6-3.0) for the 2020s, 363-555% (a factor of 4.6-6.5) for the 
2040s, and 981-1845% (a factor of 10.8-19.5) by the 2080s. Increases in 
CEDI are very tightly coupled to increasing electrical energy demand, 
because air conditioning technology is powered primarily by electricity. 
Although increases in CEDI are very large on a percent basis, in absolute 
terms the increases are relatively small in comparison with increases in 
HEDI. For residential heating and cooling energy demand, for example, 
cooling energy demand is projected to increase from less than 1% of the 
total energy demand in the late 20th century to about 4.8-9.1% of the total 
demand in the 2080s.
Taken together the changes in energy demand and regional hydropower 
production suggest that energy adaptation to climate change in the cool 
season will be easier than in the warm season. Increases in hydropower 
production in cool season will at least partially offset increases in HEDI. 
Adapting to changes in warm season energy supply and demand will be 
more difficult because increases in CEDI (which are also more directly 
coupled to electrical energy demand) will accompany systematic losses of 
hydropower resources in the same months. These effects in summer will 
put additional pressure on other sources of energy. Peak electrical loads 
for air conditioning are also likely to increase, creating potential capacity, 
distribution, or voltage stability problems.
The ability to transfer electrical energy from the PNW to other regions 
is likely to decrease in May, June, July, and August due to reduced 
hydropower supplies and increased local demand. Excess capacity 
in other regions (e.g. CA and the SW) in winter (due to reduced winter 
heating demand and increased capacity needed to cope with summer 
demand) is likely to make more capacity available to the PNW. These 
changes in conjunctive management opportunities will impact not only 
supply and capacity considerations in both regions, but also revenue 
projections, because power exports from the PNW to CA in summer are 
currently associated with high market values.
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Assessment of Climate Change Impact on Eastern Washington Agriculture
Claudio O. Stöckle1, Roger L. Nelson1, Stewart Higgins1, Jay Brunner2, Gary Grove3, Rick Boydston4, Mathew Whiting3, 
and Chad Kruger5

Abstract

An assessment of the potential impact of climate change and the concurrent increase of atmospheric carbon 
dioxide (CO2) concentration on eastern Washington State agriculture was conducted. Climate projections 
from four selected general circulation models (GCM) were chosen to evaluate impacts for the periods 2010-

2039, 2030-2059 and 2070-2099, identified as 2020, 2040, and 2080 scenarios, respectively. All climate projections 
reflect a warming future climate, but the individual GCMs vary with respect to precipitation changes – some models 
reflect wetter conditions and some drier. The assessment included the crops with larger economic value for the state 
at selected representative locations: irrigated apples at Sunnyside; irrigated potatoes at Othello; dryland wheat at 
Pullman (high precipitation), Saint John (intermediate precipitation), and Lind and Odessa (low precipitation). To 
evaluate crop performance, a cropping system simulation model (CropSyst) was utilized using historical (1975-
2005) and future climate sequences, including simulations with and without concurrent elevation of atmospheric 
CO2 concentration as given by the IPCC A1B CO2 emission projection.  Crops were assumed to receive adequate 
water (irrigated crops) and nutrient supply and possible negative impacts from pests and diseases were not accounted 
for. Simulation results project that the impact of climate change on selected but economically significant crops in 
eastern Washington will be generally mild in the short term (i.e., next two decades), but increasingly detrimental 
with time (potential yield losses reaching 25% for some crops by the end of the century). However, the projected 
CO2 elevation is expected to provide significant mitigation of climate change effects, and in fact result in yield 
gains for some crops. Yields of winter wheat, without CO2 effect, are projected to increase 2% to 8% for the 2020 
scenario, tending to decline with further warming in high precipitation locations, but continue increasing to reach 
a 12% gain by the 2080s in low precipitation locations. With CO2 elevation, winter wheat yields are projected to 
increase by 15% for the 2020 scenario, with larger increases later in the century. Spring wheat yields are projected 
not to change for the 2020 scenario, and decline 10% to 15% (2040), and 20% to 26% (2080) without CO2 effect. 
However, earlier planting combined with CO2 elevation is projected to increase yields by 16% for the 2020 scenario. 
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3 Irrigated Agricultural Research and Extension Center, Washington State University, Prosser, Washington
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Yields of irrigated potatoes are projected to decline 9%, 15%, and 22% 
for the 2020, 2040, and 2080 scenarios, respectively, but these losses are 
significantly smaller (2 to 3%) with CO2 elevation. Varieties with a longer 
duration of green leaf area, combined with elevated CO2, could potentially 
result in yield gains of 15%. However, reductions of tuber quality are a 
concern under warmer conditions. Apple yields are projected to decline 
1%, 3%, and 4% for the 2020, 2040, and 2080 scenarios, respectively, 
but with projected yields increasing 6% (2020), 9% (2040), and 16% 
(2080) with CO2 effect. Growers will need to adapt management to benefit 
from possible yield increases while maintaining fruit quality standards. 
Lack of good representation of the frequency and persistence of extreme 
temperature and precipitation events in current climate projections, which 
could adversely affect crop yields, and the extent to which the beneficial 
effects of elevated CO2 on future crop productivity will be expressed are 
sources of some uncertainty to the projections in this study.

1. Introduction

The increasing concentration of atmospheric carbon dioxide (CO2), and 
concurrent changes in temperature and precipitation patterns are expected to 
affect many aspects of human activities (IPCC, 2007). Because agriculture 
is widely exposed to these variables, the potential exists for perturbations 
in response to these changes in the next few decades and beyond.
The availability and capture of solar radiation, water, and nutrients are 
basic factors for plant growth and survival. Temperature plays an important 
role in general biological activity, defining in the case of plants the length 
of the available season suitable for growth, the speed of phenological 
development, the incidence of heat or freezing stresses, and the level of 
enzymatic activity associated with photosynthesis and respiration. Plant 
growth and development are reduced or halted at low temperatures, cells 
are damaged by freezing temperatures, and high temperatures can be 
devastating during flowering and initial stages of yield formation. The 
interaction of these factors will determine the impact on crop productivity, 
management, and economics of agriculture under climate change.
The objective of this study was to assess the potential impact of climate 
change and elevated CO2 on eastern Washington agriculture, which 
produces most of the state’s agricultural output value. The agriculture 
of the state is highly diversified with some 300 commodities produced 
commercially, ranking first in the US for production of 11 commodities, 
and with a value of production for crops and livestock reaching $6.7B in 
2006. The state’s food and agriculture industry contributes 11% of the 
state’s economy (WSDA, 2008). 
This assessment of climate change impact on agriculture focuses on crops 
that are most economically significant:  apples, potatoes, and wheat (winter 
and spring varieties). Apples and potatoes are irrigated. For this study, we 
looked only at dryland wheat, which is the dominant dryland crop.
This assessment relied on computer simulation models and their careful 
interpretation. Work based on computer simulation has been done to assess 
climate change impact on agriculture during the last several decades (e.g., 
Rosenzweig et al., 1996; Brown and Rosenberg, 1999; Tubiello et al., 
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2002; Thompson et al, 2005). These assessments utilize a variety of climate 
change and agricultural models, including or not the effect of increasing 
CO2. This diversity combined with the large variation in climatic conditions 
and agricultural crops around the US and the world makes it difficult to 
apply directly this information to a particular region. Overall, assessments 
by the Intergovernmental Panel on Climate Change (IPCC) have indicated 
that global agricultural production will not be seriously affected by climate 
change as projected by several general circulation models (GCMs), but 
the regional distribution of change is uncertain and current agricultural 
production in some areas will be vulnerable and adaptations will be 
necessary (Thompson et al., 2005). A comprehensive climate change 
impact study by Parry et al. (2004) also concluded that global production 
appears stable, but regional differences in crop production are likely to 
grow stronger through time. 
Schlenker and Roberts (2008) related temperature patterns and yields of 
corn, soybeans, and cotton for the period 1950-2005 and most counties in 
the US by calculating the length of time a crop is exposed to each 1-degree 
Celsius temperature interval in each day of the growing season. They 
found that yields as a function of temperature increased modestly up to 
a critical temperature and then decreased sharply.  Using these functions 
and climatic predictions from the Hadley 3 model, these authors projected 
nationwide average yields for corn, soybeans and cotton for the years 
2070-2099 to decline by 43%, 36%, and 31%, respectively, under a slow 
warming scenario, and by 79%, 74%, and 67% under a rapid warming 
scenario. However, because effects from elevated CO2 were not included, 
these results are likely overstating the potential negative climate impact. 
Nevertheless, for the most northern US latitudes results were more benign, 
with yields being slightly reduced or neutral and even responding positively 
to temperature increase, a finding of interest for Washington State.
Tubiello et al. (2002) evaluated the effect of climate change on US crop 
production with a focus on wheat, maize, potato, and citrus, concluding 
that although model results suggested that current US food production 
systems will not be at risk in this century, regional production differences 
are important to consider, with regional results showing that climate 
change favors northern areas and can worsen conditions in southern areas. 
A similar difference in response is expected when comparing northern and 
southern Europe locations (Olesen and Bindi, 2002).
Assessment efforts worldwide have focused mostly on wheat and corn, 
while much less is known about possible effects of climate change on 
potatoes and other crops.  We did not find studies addressing the effect of 
climate change on spring wheat, which is cultivated in high to intermediate 
precipitation dryland areas of eastern WA, and on apples or other temperate 
tree fruit crops grown in the region.
Thompson et al. (2005) summarized a US national assessment where crop 
yields were simulated under a suite of climate change scenarios from three 
GCMs at two levels of global mean temperature increase, +1 and +2.5 oC, 
and two levels of CO2, 365 and 560 ppm. A regional analysis that included 
Yakima, WA, projected winter wheat yield increases for all scenarios, 
fluctuating from 8 to 37%, with some increase in yields due to temperature, 
and largely enhanced by CO2 increase. Simulations for temperate climates 
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elsewhere have also indicated climate change being neutral or beneficial 
for winter wheat production (Harrison and Butterfield, 1996; Nonhebel, 
1996; Favis-Mortlock et al., 1991). 
Information of climate change effects on potatoes is scarce. Rosenzweig et 
al (1996) reported computer simulations for Yakima, WA projecting yield 
reductions of 1.4, 3.8, and 18.5% with temperature increases of 1.5, 2.5, and 
5 oC above the baseline. Increased CO2 resulted in yield increases of 5 to 
10% at 1.5 oC increase, compensated for yield losses or resulted in marginal 
gains at 2.5 oC, and reduced somewhat the losses at 5 oC.  Another study by 
Tubiello et al. (2002) estimated potato yields at Yakima, WA to increase 2 
to 5% by 2030 while yields projected in 2090 were estimated to decrease 
by 10% in two of the three major production sites in the Northwest. 
Compensation for the negative effect of climate warming by increasing 
CO2 has been projected in many studies (e.g., Favis-Mortlock et al., 1991; 
Nonhebel, 1996; Hatfield et al., 2008; Thompson et al., 2005; Brown and 
Rosenberg, 1999). However, a better understanding of the likely beneficial 
effects of the projected CO2 increase is needed to properly assess possible 
compensatory effects for yield declines resulting from warming. There is 
abundant experimental evidence indicating that elevated CO2 increases 
plant growth, biomass accumulation, and yields, the latter depending on 
increases of sink (e.g., grains, tubers) strength proportional to gains in 
total biomass. The beneficial effect of elevated CO2 is more significant for 
crops with the C3 photosynthetic pathway (e.g., wheat, potatoes, soybeans, 
and the majority of domesticated plants) and minor for crops with C4 
photosynthetic pathway (e.g., corn and sorghum). In addition, elevated 
CO2 causes partial stomatal closure thus reducing crop water losses by 
transpiration, which coupled with biomass gains result in some gains on 
water use efficiency, providing advantages to rainfed crops.
Perhaps the most comprehensive review of crop responses to CO2 is given 
by Kimball et al. (2002).  These authors summarized crop performance 
under free-air CO2 enrichment (FACE) experiments, which render results 
that are closer to field conditions than greenhouse and other controlled 
environment experiments. All experimental results were normalized to 
represent crop responses to a CO2 change from 360 to 550 ppm. Overall, 
yields of wheat and rice increased by an average of 12% while tuber 
yields from potatoes increased by a substantial 28%.  The boll yields of 
cotton were increased by 40%. In the only FACE study conducted with 
grapevines thus far, Bindi et al. (2001) observed increases of 40-50% 
in both vegetative and fruit biomass with little change in fruit and wine 
composition. No information is available regarding elevated CO2 effects 
on apples and other temperate tree fruit crops.
A more recent evaluation of FACE experiments (Long et al., 2004) 
concluded that production is increased by about 20% in C3 plants with 
similar increase in seed production, and only a modest increase of a few 
percent points for C4 plants.  It has been argued, however, that the growth 
stimulation resulting from increased CO2 would be transient.   Oechel et 
al. (1994), conducted an experiment on an undisturbed patch of tussock 
tundra at Toolik Lake, Alaska, enclosed in greenhouses in which the CO2 
level was controlled to ambient (340 ppm) and elevated (680 ppm) levels 
of CO2 and temperature was kept ambient or elevated 4 °C. For a doubled 

CHAPTER 5: Agriculture194



CO2 level alone, initial growth stimulation was lost within three years, 
but it was sustained when combined with temperature elevation providing 
better growth conditions. One possible inhibitory mechanism is that when 
enhanced photosynthesis exceeds the capacity for carbohydrate export 
from leaves and utilization (plant organs growth cannot accommodate 
excess carbohydrate), starch accumulates in leaves and photosynthesis is 
reduced. Plants in FACE experiments have shown both increased biomass 
production and increased levels of carbohydrates in leaves, but the transient 
effect has not been duplicated (Long et al., 2004).  A long-term study (13 
years) exposing sour orange trees to 300 ppm CO2 concentration above 
ambient showed a large increase in biomass production during the early 
years of tree establishment, decreasing afterwards and stabilizing during 
the last four years at biomass and fruit production levels of 1.8 times those 
of trees exposed to ambient CO2 (Idso and Kimball, 2001).  Although still 
of limited duration, this is the best evidence yet of the permanent nature of 
CO2 elevation beneficial effect on growth of a managed crop.
Nutrient supply to crops is assumed to be a non-limiting factor in this study. 
It has been shown that plants exposed to elevated CO2 have reduced tissue 
N concentration compared to plants in ambient conditions (e.g., Cotrufo et 
al., 1998). However, biomass gains from CO2 elevation can be preserved 
if ample N is supplied to crops. Kim et al. (2001) grew rice in a FACE 
experiment and found that, to maximize rice grain yield under elevated 
CO2, it was important to supply sufficient N over the whole season. The 
implication for agriculture is the need to increase crop fertilization to ensure 
that growth enhancement by CO2 will not be limited by nutrient supply.
In the simulations presented in this study, we have assumed a gain of 20% 
in biomass production for a CO2 increase from 370 to 600 ppm. When 
evaluating the results presented, it must be kept in mind that the magnitude 
of projected benefits of CO2 increase are very likely but not guaranteed. 
In addition, increases in overall biomass production can be offset by heat 
stress reducing reproductive development of grains in cereals or tuber 
growth in potatoes or any other sink representing harvestable portions, 
or by the inability of harvestable portions to increase in number or size 
and absorb the additional amount of carbohydrate production. Thus, 
caution must be used in the interpretation of simulation results that include 
elevated CO2. 

2. Approach

This study is based on computer simulations of crop yields of selected 
crops and representative locations in Washington State as follows: Winter 
wheat (Pullman, Saint John, Lind, and Odessa), spring wheat (Pullman 
and Saint John), potatoes (Othello), and apples (Sunnyside). In addition, 
disease (grape and cherry powdery mildew) and insect (codling moth) 
models were run to provide insight into potential changes in the incidence 
of pests and diseases under future climate. Weed models were not available 
and we relied on literature review for the assessment of weed impacts.
Figure 1 shows a generalized agricultural land use map for the State of 
Washington and the locations included in the study; specific commodity 
land use maps are not available. 
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2.1. Simulations

Simulations of crop response to climate change and elevated CO2 were 
performed using CropSyst Version 4.12.10 (Stöckle et al, 1994; Stöckle et 
al, 2003), a cropping system simulation model that represents the response 
to weather and management of an array of annual and perennial crops and 
tree fruit crops. Parameters for the simulation of wheat (Pannkuk et al., 
1998), potatoes (Peralta and Stöckle, 2002), and apples (Scott et al., 2004) 
for the region were taken from previous studies and were further refined 
using available information about crop phenology and morphological, 
physiological, and biophysical characteristics. The effect of CO2 on 
biomass accumulation and crop transpiration was calculated as described 
by Stöckle et al. (1992). Simulated crops were assumed to receive adequate 
water (irrigated crops) and nutrient supply. Possible negative impacts from 
pests and diseases were not accounted for.

2.2. Weather Data

To establish baselines, historical daily weather data for the years 1975-
2005 were used in each location. Selected future climate projection 
scenarios were chosen to evaluate climate impacts for the periods 2010-
2039 (2020 scenario), 2030-2059 (2040 scenario) and 2070-2099 (2080 
scenario). The climate projections for future scenarios were based on four 
GCMs: PCM1 (a GCM that projects less warming and more precipitation 

Figure 1. Agricultural land use 
patterns for Washington state. 
Locations of simulations are noted 
on map.
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for eastern WA), CCSM3 (a GCM that projects more warming and less 
precipitation), ECHAM5 and CGCM3 (GCMs that project intermediate 
changes compared to the first two).
All daily baseline and future precipitation and temperature data were 
extracted from a 1/16th degree grid data set available for the region, 
downscaled from the GCM projections (Mote and Salathé, 2009, in this 
report). Solar radiation and air humidity were determined from temperature 
and precipitation using the climate generator ClimGen (Castellvi and 
Stöckle, 2001; Stöckle et al., 2004), using generation parameters calibrated 
for stations in an existing agricultural weather network in eastern WA 
(AgWeatherNet). Climate characteristics for selected locations and GCMs 
are given in Table 1. Potential evapotranspiration was calculated using the 
Penman-Monteith model as proposed by Allen et al. (1998).

Baseline CCSM3 PCM1
Pullman 2020 2040 2080 2020 2040 2080
Annual Precip (mm) 535.8 549.9 543.9 588.3 560.2 568.9 589.5

Mean T (oC) 8.5 10.2 11.2 12.0 9.6 10.5 11.4
Mean Tmax (oC) 14.5 16.1 17.1 18.0 15.6 16.5 17.3
Mean Tmin (oC) 2.4 4.2 5.2 6.0 3.6 4.4 5.4
ETo (mm) 914.4 966.6 998.8 1023.6 943.3 971.7 994.2

Seasonal Precip (mm) 181.7 187.6 183.1 192.9 186.9 196.6 188.5
(Apr 1 – Sep 30) Mean T (oC) 14.8 16.4 17.7 18.5 15.9 16.5 17.5

Mean Tmax (oC) 22.6 24.0 25.4 26.2 23.6 24.4 25.1
Mean Tmin (oC) 7.0 8.7 10.0 10.7 8.1 8.6 9.8
ETo (mm) 725.8 760.5 791.2 809.8 749.6 767.2 787.1

Non-seasonal Precip (mm) 352.6 358.9 359.8 396.5 370.8 371.8 399.6
(Oct 1 – Mar 31) Mean T (oC) 2.1 4.0 4.7 5.5 3.3 4.5 5.0

Mean Tmax (oC) 6.3 8.2 8.9 9.7 7.6 8.7 9.2
Mean Tmin (oC) -2.1 -0.3 0.4 1.3 -0.9 0.2 0.9
ETo (mm) 188.3 204.7 209.5 213.4 196.1 204.1 206.9

Table 1.  Baseline (current) and projected climate characteristics for precipitation (Precip), 
temperature (T), and potential evapotranspiration (ETo).  Data are for the two extreme 
GCMs and are presented for the indicated time intervals (annual, seasonal, non-seasonal) 
at the future periods of interest (2020, 2040, 2080) for each of 3 eastern Washington 
locations (Pullman, Lind, Sunnyside).  

Table 1  continued on next page.
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Table 1 continued

Baseline CCSM3 PCM1
Lind 2020 2040 2080 2020 2040 2080
Annual Precip (mm) 232.3 249.9 244.3 265.5 246.3 250.1 257.2

Mean T (oC) 10.1 11.5 12.4 13.3 10.9 11.8 12.7
Mean Tmax (oC) 16.9 18.4 19.4 20.1 17.8 18.8 19.5
Mean Tmin (oC) 3.2 4.6 5.5 6.4 4.0 4.9 5.8
ETo (mm) 975.9 1030.2 1063.9 1086.4 1006.2 1037.3 1068.1

Seasonal Precip (mm) 76.7 83.2 79.7 84.9 78.2 81.7 85.6
(Apr 1 – Sep 30) Mean T (oC) 17.3 18.6 19.8 20.6 18.1 18.7 19.6

Mean Tmax (oC) 26.2 27.3 28.6 29.5 26.9 27.7 28.4
Mean Tmin (oC) 8.5 9.8 11.0 11.7 9.2 9.8 10.9
ETo (mm) 798.6 828.9 856.9 874.3 818.8 836.4 855.5

Non-seasonal Precip (mm) 156.1 165.4 164.6 180.9 167.2 167.9 174.8
(Oct 1 – Mar 31) Mean T (oC) 2.8 4.4 5.1 5.9 3.8 4.9 5.5

Mean Tmax (oC) 7.6 9.3 10.1 10.7 8.7 9.8 10.3
Mean Tmin (oC) -2.1 -0.6 0.1 1.0 -1.1 0.0 0.7
ETo (mm) 177.7 200.0 208.8 212.9 188.9 200.4 205.0

Sunnyside 2020 2040 2080 2020 2040 2080
Annual Precip (mm) 184.5 194.1 188.4 202.2 191.8 192.7 199.1

Mean T (oC) 10.5 12.4 13.3 14.1 11.8 12.7 13.5
Mean Tmax (oC) 18.1 20.0 20.9 21.7 19.5 20.4 21.1
Mean Tmin (oC) 2.9 4.8 5.6 6.5 4.2 5.0 5.9
ETo (mm) 1045.1 1113.1 1146.1 1168.0 1089.1 1119.1 1149.3

Seasonal Precip (mm) 60.4 64.1 61.7 62.7 60.6 60.6 62.7
(Apr 1 – Sep 30) Mean T (oC) 17.5 19.3 20.4 21.3 18.8 19.4 20.3

Mean Tmax (oC) 26.6 28.5 29.7 30.5 28.1 28.9 29.5
Mean Tmin (oC) 8.3 10.1 11.2 12.1 9.5 10.0 11.1
ETo (mm) 820.9 866.6 893.6 907.3 853.4 870.1 885.1

Non-seasonal Precip (mm) 125.3 128.8 126.8 140.0 130.5 131.9 136.8
(Oct 1 – Mar 31) Mean T (oC) 3.6 5.4 6.1 6.8 4.9 5.9 6.5

Mean Tmax (oC) 9.6 11.4 12.1 12.8 10.9 11.9 12.5
Mean Tmin (oC) -2.4 -0.6 0.1 0.8 -1.1 -0.1 0.6
ETo (mm) 223.6 246.3 254.4 261.4 236.8 248.8 254.6
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3. Results 
3.1. Climate Change

Table 1 summarizes baseline and projected climate characteristics including 
precipitation, temperature, and potential evapotranspiration. Given space 
limitations, only projections from the two extreme GCMs included in this 
study for three distinctive locations in the state are presented.
Table 1 shows annual precipitation increasing by about 10% to 14% and 8% 
to 10% for the CSSM3 and PCM1 projections, respectively, but with the 
spring-summer precipitation becoming a smaller fraction of the total increase. 
The changes in atmospheric evaporative demand (evapotranspiration) are 
roughly similar to precipitation changes but with a larger proportion of the 
increase during the spring-summer period.
Annual temperature increase for the 
CCSM3 GCM is projected as 1.4, 2.3 and 
3.2 oC at Lind, and ~1.7, 2.7, and 3.5 oC 
at Pullman and Sunnyside for the 2020, 
2040 and 2080 scenarios, respectively. 
For the PCM1 projection, the temperature 
change is expected to be 0.8, 1.7, and 2.6 
oC at Lind, 1.1, 2.0, and 2.9 oC at Pullman, 
and 1.3, 2.2, and 3 oC at Sunnyside for 
the 2020, 2040, and 2080 scenarios, 
respectively. The increase is slightly larger 
for the spring-summer period and CCSM3 
projection with changes of 3.3, 3.7, and 
3.8 oC for the 2080 scenario at Lind, 
Pullman, and Sunnyside, respectively, but 
slightly lower for the PCM1 projection 
(2.3, 2.7, and 2.8 oC). Overall, the changes 
for the average maximum and minimum 
temperatures are similar to those projected 
for average temperatures. 
The projected warming trend will 
increase the length of the frost-free period 
throughout the state (Fig. 2), increasing the 
available growing season for crops, which 
will continue to be limited in eastern WA 
by water availability, and likely by extreme 
heat events in some instances. This will 
continue the trend observed from 1948 to 
2002, during which the frost-free period 
has lengthened by 29 days in the Columbia 
Valley (Jones, 2005). The warming trend 
may also create opportunities for better 
adaptation of C4 crop species (e.g., corn).  
On the other hand, temperate tree fruits 
grown in the state require a minimum 
accumulation of chilling units during the 
winter for adequate and uniform budbreak 

Figure 2. Changes in the length of 
the frost free period (days), based on 
the CCSM3 climate projection, for the 
indicated future periods of interest. 
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and flowering. The opportunity to meet this requirement 
will be reduced as the climate becomes warmer. Weeds 
and insects will adapt to the longer season with more 
favorable conditions.

3.2. Wheat Projections

The impact of climate change on wheat was analyzed for 
three distinct production regions: a higher precipitation 
annual cropping region (Pullman site); an intermediate 
cropping zone in which winter wheat is typically grown 
in a rotation of summer fallow, winter wheat, and a 
spring grain (St. John site); and two lower precipitation 
zones in which winter wheat follows summer fallow in 
a two-year rotation (Lind and Odessa sites).
Table 2 summarizes simulated winter wheat yields 
at four locations in response to current and projected 
climate, with and without inclusion of elevated CO2 
effects on plant growth. At all locations, future climate 
is beneficial for winter wheat production, with yields 
increasing by 2% to 8% compared to the baseline for 
the 2020 scenario. As warming continues to increase, 
however, yields at Pullman (high rainfall) are projected 
to drop 4% below current values and yields at Saint John 
(intermediate rainfall) are maintained at current levels 
for the 2040 scenario, while yields at Lind and Odessa 

(low rainfall) continue to increase to 12% by the 2080 scenario. Higher 
yields are the result of earlier crop maturity while the duration of the grain 
filling period remains unchanged. The earlier maturity provides a degree 
of avoidance of the terminal water stress that is typical of the region. As 
climate warming continues, high temperature events during flowering will 
negatively affect grain formation, counteracting the effect of water stress 
avoidance. Figure 3 shows the probabilistic distribution of maximum 
temperatures in June/July in Pullman for the 2020 scenario, showing an 
increase in probability of temperatures above 30 oC from a baseline of 22% 
to 35% depending on the GCM considered.  Ferris et al. (1998) showed 
that increasing the number of hours of exposure to temperatures above 
31 oC resulted in reduction of grain numbers and lower grain biomass at 
harvest.
When the effect of elevated CO2 is added, a positive picture emerges for 
winter wheat at all locations, time scenarios and GCM predictions, with 
yields increasing steadily as the century progresses. For the short-term 
future (2020 scenario) yields are projected to increase by 12% to 15%, 
increasing to gains of 23% to 35% by the end of the century. Limitations 
in the number and size of grains could impede a proportional expression 
of increased biomass production caused by elevated CO2 on yields of 
future varieties. In addition, changes in the frequency of extreme high 
temperature events, which are not well represented by GCM projections, 
could limit yield formation. On the other hand, there is sufficient plasticity 
in photoperiod and vernalization requirements of winter wheat varieties to 
adapt to warming conditions (Masle et al., 1989).

Figure 3. Probabilistic distribution of 
maximum June/July temperature for 
Pullman for the 2020 scenario.
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Table 2. Baseline (current) and simulated dry winter wheat yields (kg/ha) at four eastern Washington locations.  Scenarios were run for 
indicated future periods of interest (2020, 2040, 2080) under the indicated climate projection with (CO2) and without (no CO2) the effects of 
elevated CO2 on plant growth.  

Location 
baseline 

yield

CO2 
effects Scenario Weather projection Average 

yield

Ratio of 
future to 

baseline yield
CCSM3 CGCM3 ECHAM5 PCM1

Yield (kg/ha)
Pullman

5713 kg/ha No CO2 2020 6022 6374 5996 5846 6060 1.061
2040 5116 6376 5040 5398 5483 0.960
2080 5209 5752 5187 5002 5288 0.926

CO2 2020 6546 6952 6515 6367 6595 1.154
2040 6034 7503 5881 6430 6462 1.131
2080 7033 7887 7105 6863 7222 1.264

St. John
4647 kg/ha No CO2 2020 4878 5062 4464 4637 4760 1.024

2040 4338 4975 4640 4573 4631 0.997
2080 4275 4749 4469 4377 4468 0.961

CO2 2020 5156 5862 5130 5305 5363 1.154
2040 5491 6187 5722 5776 5794 1.247
2080 5353 6116 5656 5724 5712 1.229

Lind
3975 kg/ha No CO2 2020 4261 4503 4415 4025 4301 1.082

2040 4363 4801 4255 4212 4408 1.109
2080 4332 4610 4564 4296 4451 1.120

CO2 2020 4522 4818 4759 4255 4588 1.154
2040 4867 5308 4645 4571 4848 1.220
2080 5216 5667 5688 4920 5373 1.352

Odessa
3728 kg/ha No CO2 2020 4000 4003 3935 3808 3937 1.056

2040 4087 4255 3807 3969 4029 1.081
2080 4086 4265 4353 4021 4181 1.122

CO2 2020 4260 4273 4224 4024 4195 1.125
2040 4527 4664 4139 4289 4405 1.182
2080 4896 5083 5445 4490 4979 1.336
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Table 3 shows current and projected yields for spring wheat. For the 2020 
scenario, no changes are projected compared to current yields. However, 
yields are projected to show declines, becoming progressively larger for 
the 2040 and 2080 scenarios. The main factors leading to these yield 
declines are high temperatures that reduce grain biomass as previously 
discussed, and a small reduction of grain filling duration. Again, elevated 
CO2 is projected to counteract most of the negative effects, with yields 
being relatively stable or showing a small reduction throughout the century.  
A possible adaptation for spring cereals will be earlier planting. As shown 
in Table 3, a two-week earlier planting will reduce the effect of climate 
change alone, and will result in important yield increases (~17%) for the 
2020 scenario when the CO2 effect is added, with the benefit declining 
later in the century. Planting dates could be adjusted earlier than two weeks 
later in the century.

3.3. Potato Projections

Projections for potatoes (Table 4) indicate significant yield declines due 
to warming, with losses of 9%, 15%, and 22% for the 2020, 2040, and 
2080 scenarios, respectively, with a larger decline for the GCM with larger 
warming prediction (CCSM3).  Rosenzweig et al. (1996) projected potato 
yields in Yakima WA to decline by 1.4%, 3.4% and 18.5% with temperature 
increases of 1.5, 2.5 and 5.0 oC, respectively, with elevated CO2 assumed 
to have a low beneficial impact on growth and yields, compensating for 
losses only at temperature increases of 2.5 oC or lower. In our simulations, 
increasing CO2 compensated significantly for temperature increases, but 
still resulted in 2% yield declines for the 2020 scenario, increasing to 3% 
later in the century.
Two main factors contributed to the projected decline of potato yields. The 
first is a shorter growing season of up to 9 days by the end of the century 
due to the accelerated development and earlier leaf area senescence that 
accompany warmer temperatures. The second is an increasing occurrence 
of high temperatures during tuber bulking, which reduces the translocation 
of carbohydrates from the aboveground canopy to the tubers (Timlin et 
al., 2006).  Although not simulated by the model, high temperature during 
tuber bulking may contribute to lower tuber quality (Alva et al., 2002), 
affecting market value.
One possible adaptation is to modify planting dates to decrease the exposure 
to high temperature during tuber growth and to obtain a longer duration of 
leaf area. However, in our simulations we tested 2 and 4 weeks planting 
delay without benefits. We also tried earlier planting without benefit. 
Similar results were obtained by Rosenzweig et al. (1996), who concluded 
that changes in planting date will not alleviate the negative trend in potato 
yields associated with higher temperatures.
Another possible adaptation is to utilize later maturity class cultivars that 
maintain a green leaf area for a longer period thus taking advantage of 
the longer available growing season. Simulations performed assuming a 
variety able to maintain green leaf area for an extra 9 to 10 days (Table 4) 
resulted in yield increases of 7% and 1%, for the 2020 and 2040 scenarios, 
respectively, declining to an 8% loss by 2080. With the addition of CO2 
effects, yields with this strategy increased 15% for all time scenarios.
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Table 3. Baseline (current) and simulated dry spring wheat yields (kg/ha) at two eastern Washington locations.  Scenarios were run for 
indicated future periods of interest (2020, 2040, 2080) under conditions of standard (baseline) planting date or adaptation, which was 
planting two weeks earlier, under the indicated climate projection, and either with (CO2) or without (no CO2) the effects of elevated CO2 on 
plant growth.  

Location/
baseline 

yield
Condition Scenario Weather projection Average 

yield

Ratio of 
future to 

baseline yield

CCSM3 CGCM3 ECHAM5 PCM1
Yield (kg/ha)

Pullman Standard
4085 No CO2 2020 3845 4500 3983 3913 4060 0.994
kg/ha 2040 3289 4164 3712 3495 3665 0.897

2080 3135 3540 3213 3078 3241 0.794
CO2 2020 4159 4902 4327 4240 4407 1.079

2040 3720 4774 4235 3994 4181 1.024
2080 3946 4456 4016 3863 4070 0.997

Adaptation
No CO2 2020 4225 4696 4306 4188 4354 1.066

2040 3429 4530 3928 4026 3978 0.974
2080 3284 3792 3591 3280 3487 0.854

CO2 2020 4579 5121 4680 4551 4733 1.159
2040 3879 5208 4495 4632 4554 1.115
2080 4194 4870 4542 4147 4438 1.087

St John Standard
3381 No CO2 2020 3345 3618 3224 3334 3381 1.000
kg/ha 2040 2637 3268 2771 2751 2857 0.845

2080 2652 2704 2387 2275 2505 0.741
CO2 2020 3564 3885 3451 3557 3614 1.069

2040 2895 3643 3057 3026 3155 0.933
2080 3179 3306 2852 2726 3016 0.892

Adaptation
No CO2 2020 3644 3889 3669 3717 3729 1.103

2040 2738 3535 3086 3207 3142 0.929
2080 2520 3010 2869 2388 2696 0.798

CO2 2020 3878 4162 3926 3965 3983 1.178
2040 3021 3960 3408 3548 3484 1.031
2080 3049 3694 3452 2889 3271 0.967
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3.4. Apple Projections

Without considering the possible effect of elevated CO2, future climate 
is predicted to slightly decrease the production of apples by 1%, 3%, and 
4% for the 2020, 2040, and 2080 scenarios (Table 5). Under a warmer 
climate, the seasonal phenological development will proceed at a faster 
rate, and the period from budbreak to harvest will be shortened reducing 
the opportunity for biomass gain. This has already been observed in Alsace 
(eastern France) where the period between budbreak and harvest in grapes 
has become shorter and ripening of fruit occurs under warmer conditions 
(Duchene and Schneider, 2005).  When the effect of CO2 is added, yields 
are projected to increase by 6%, 9%, and 16% for 2020, 2040, and 2080 
scenarios compared to current levels. Growers will need to adapt crop 
load management targets to maintain fruit quality standards at the higher 
yields.
Table 5 also shows apple yields that would be potentially attainable given 
the extended favorable conditions for growth due to warming. These are 
given as a reference of hypothetical potential benefits of climate change for 
apple growers in eastern WA, assuming the availability of varieties able to 
use the extended season or assuming that other adaptive technologies not 
currently available are developed. Depending on conditions, apple yields 
could potentially increase 5% to 11% for the 2020 scenario, and reaching 

Table 4.  Simulated dry yields of potatoes at Othello, Washington using a cultivar adapted to baseline conditions (standard) and 
a cultivar with a longer duration of green leaf area of 9 to 10 days (adaptation).  Scenarios were run for indicated future periods of 
interest (2020, 2040, 2080) either with (CO2) or without (no CO2) the effects of elevated atmospheric CO2 concentration on plant 
growth.  Baseline yield for potato is 16207 kg/ha.  Fresh yields are obtained by dividing by 0.2.

Condition Scenario Weather projection Average 
yield

Ratio of future 
to baseline yield

CCSM3 CGCM3 ECHAM5 PCM1
Yield (kg/ha)

Standard
No CO2 2020 14042 14748 15353 15014 14789 0.913

2040 12654 14260 14208 14289 13853 0.855
2080 11899 12888 12562 13081 12607 0.778

CO2 2020 15024 15792 16437 16068 15831 0.977
2040 14371 16205 16144 16240 15740 0.971
2080 14817 16041 15639 16301 15700 0.969

Adaptation
No CO2 2020 16656 17399 17976 17596 17407 1.074

2040 15160 16868 16781 16800 16402 1.012
2080 14261 15282 14856 15534 14983 0.924

CO2 2020 17824 18633 19248 18834 18635 1.150
2040 17220 19170 19069 19095 18639 1.150
2080 17761 19022 18491 19356 18658 1.151
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19% for the 2080 scenario with elevated CO2. 
Even under reduced duration of the period from budbreak to harvest, 
warming may provide an extended period postharvest that may be 
beneficial for carbohydrate accumulation by trees –flowering and early 
growth in the subsequent season utilize stored carbohydrate and nutrient 
reserves.  Greer et al. (2002) reported greater carbohydrate reserves and 
crop yields in ‘Braeburn’ apple trees exposed to higher temperatures after 
harvest. Moreover, bud winter hardiness in apple is positively related to 
tissue carbohydrate content (Raese et al., 1978), another potential benefit. 
Wolfe et al. (2005) reported advances in spring phenology (days to 
bloom and days to first leaf) ranging from 2 to 8 days for grapes and 
apples in northeastern USA for the period 1965 to 2001. Although 
average temperatures are projected to increase for all climate scenarios, 
minimum temperatures during early spring will still provide conditions for 
damaging frost events, with added vulnerability due to earlier flowering. 
Figure 4 shows the distribution of minimum temperature for the month 
of April for current climate and the 2020 projections of each of the four 
GCMs included in this study, showing ~20% probability of minimum 

Table 5.  Simulated dry yields of apples at Sunnyside, Washington.  Scenarios were run for indicated future periods of interest (2020, 2040, 
2080) either with (CO2) or without (no CO2) the effects of elevated atmospheric CO2 concentration on yield.  Fresh yields are obtained by 
dividing by 0.30.

Crop/
baseline 

yield (kg/ha)
Condition Scenario Weather projection Average 

yield

Ratio of 
future to 

baseline yields

CCSM3 CGCM3 ECHAM5 PCM1
Yield (kg/ha)

Apples 
18153

Standard
No CO2 2020 17856 18215 18183 17880 18034 0.99

2040 17251 18239 17682 17520 17673 0.97
2080 17165 17806 17650 17360 17495 0.96

CO2 2020 18987 19367 19299 19010 19166 1.06
2040 19363 20449 19807 19638 19814 1.09
2080 20744 21345 21158 20850 21024 1.16

Adaptation
No CO2 2020 19101 19384 19027 18777 19072 1.05

2040 18645 19617 18869 18729 18965 1.04
2080 18537 19175 18980 18773 18866 1.04

CO2 2020 20305 20549 20146 19952 20238 1.11
2040 20823 21455 20996 20882 21039 1.16
2080 21541 21600 21565 21562 21567 1.19
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temperatures below freezing for the latter, not much different from the 
current condition. Under the projected climate change, flowering will 
tend to occur about 3 days earlier in the 2020 scenario, which will tend to 
increase slightly the exposure to frost events of flowers and fruits in initial 
stages of formation.  This could increase current levels of yield loss from 
frost damage or increase the need and expense for frost protection, factors 
that are not simulated by the model.
Another factor not accounted for in the model is the effect on quality of apples 
of decreasing chill hours during the dormant period. Sufficient exposure to 
cold winter weather is required for uniform budbreak and flowering.  This 
is not likely to be a significant problem since accumulation of sufficient 
chilling is usually satisfied for most apple cultivars by January.

3.5. Disease, Insect and Weed Pressure Projection

It is of interest to address possible changes in pest and disease pressures 
on agriculture in response to climate change because they can cause 
yield reductions and/or increase the cost of control. Only a generalized 
assessment is presented here, using projections from a few disease and 
insect models as an indication of possible overall effects. Models of weed-
crop competition are very scarce and not suitable for this assessment, so 
we rely on empirical evidence to offer a projection of changes on weed 
pressure. 

3.5.1. Diseases

One of the most problematic diseases of cherries and grapes in the irrigated 
production regions of Washington State are the powdery mildews.  Powdery 
mildews are unique aerial plant pathogens because they are less reliant on 
free water than other fungal pathogens.  The powdery mildews of cherry 
(Grove and Boal, 1991) and grape (Grove, 2004) have an early-season 
wetting requirement. Once wetting requirements are met, temperature 
becomes the factor limiting to the incidence and severity of powdery 
mildew epidemics.  In general these powdery mildews reproduce most 
rapidly between 18 and 29 oC.  Temperatures above 35 oC are lethal and 
below 18 oC are inhibitory (Gent et al., 2008).
Seasonal increases in precipitation could promote the establishment 
of diseases previously undocumented or considered minor in Eastern 
Washington. Examples include the downy mildew of grapevines, black 
rot of grapevines, and cherry leafspot. The emergence or increased 
importance of these diseases could potentially result in increases in disease 
management costs.  
Projections of risk of infection for cherry and grape powdery mildew at 
Sunnyside are presented in Fig. 5. Cherry powdery mildew is predicted to 
increase under the CCSM3 (2020 only) and the CGCM3 projected climate.  
Small increases or no change in the risk from grapevine powdery mildew 
were predicted for all climate projections. Overall, warmer climate but 
with small changes in precipitation during the growing season will tend to 
maintain and eventually reduce the incidence of these diseases, unless 
there is an increase in precipitation early in the growing season.   
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Figure 4. Probabilistic distribution 
of minimum April temperature for 
Sunnyside for the 2020 scenario.

Figure 5.  Influence of various climate 
change scenarios on the predicted risk 
of powdery mildew infection for grapes 
and cherries.
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3.5.2. Insects

As a model for insects, we selected the codling moth, Cydia pomonella 
(L.), which is the most important pest of apples in Washington State 
(Beers et al. 1993).  More insecticide applications and quantity of 
insecticide are applied per acre to control the codling moth than any other 
pest in Washington (NASS 2006).  A model was developed to predict the 
seasonal life history of codling moth using an accumulation of degree-
days (Riedl et al. 1976, Welch et al. 1978, Beers and Brunner 1992).  
Insect development is governed primarily by temperature so changes in 
precipitation are not expected to contribute to changes in pest status for 
most insects.  The codling moth model has been primarily used to help 
growers time the first applications against the first and second generation 
of this pest and to predict the percent of third generation egg hatch, 
providing growers some indication of late season risk of crop damage.  
The codling moth model was run for Sunnyside using baseline climate 
and the projection of the four GCMs in this study. Results of these 
simulations (Table 6) showed first adult flights occurring 6, 9, and 
14 days earlier on average than the baseline for the 2020, 2040, 2080 
scenarios.  The beginning of the first generation egg hatch was advanced 
by 6, 8, and 13 days, and the beginning of the second generation egg 
hatch was advanced by 10, 14, and 21 days for the 2020, 2040, and 2080 
scenarios.  
The predicted fraction of third generation egg hatch was increased 
dramatically with warming. Earlier emergence of adults in the spring 
coupled with warmer temperatures in the summer would result in most 
apple-growing locations in the state experiencing a complete third 
generation egg hatch. Pheromones used as a control for codling moth 
would not last the entire season unless more pheromone was added to 
dispensers, which would increase the cost to growers. In addition, an 
increase in one to two additional sprays per season would most likely 
be needed to protect fruit late in the fall, especially on later maturing 
varieties. Warmer winter temperatures could result in an extended 
emergence pattern for codling moth making it more difficult to precisely 
time control applications, further increasing control costs for growers.  

3.5.3. Weeds

Weeds account for $7 to 10 billion dollars in agricultural losses in the 
U.S. (Bridges, 1992) and economic losses from all weeds in the U.S. 
exceed $36 billion each year (Pimental et al. 2000). Weed species, weed/
crop competition, and weed control vary widely among cropping systems 
and geographic regions. Uncontrolled weeds in annual crops can result 
in anywhere from 15% to total crop loss depending on weed and crop 
species present and their density. Weed management in annual crops is 
necessary to prevent or reduce yield losses.
Currently, few climate models consider the impact of weeds on crop yield 
as it is generally assumed weeds must be controlled to produce a crop. 
Estimates of yield stimulation by elevated CO2 might need to be reduced 
if effects from competition with weeds are ignored, unless growers 
adapt accordingly. Most studies on climate change predict that pests 
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will become better able to expand their geographic ranges in a changing 
climate. An expansion of pest populations may require increased use of 
agricultural chemicals, implying health, ecological, and economic costs 
(Rosenzweig et al. 2000). Weeds and other crop pests are projected to 
expand to higher latitudes (Dahlsten and Garcia 1989; Sutherst 1990).
Anticipated warmer and wetter fall and winter will result in greater 
numbers and growth of winter annual weeds and require additional 
herbicide or cultivations to control these weeds. Many winter annual 
weeds germinate in the late fall and small increases in rainfall and 
temperature could have large impacts on weed germination and growth 
during the fall and winter. Volunteer potato, a serious weed in climates 
with mild winter temperatures, would likely become more abundant with 
elevated winter temperatures as more tubers would survive in warmer 
soils. Control of volunteer potato in wheat and corn is accomplished with 
multiple herbicide applications and cultivation (Boydston, 2004, Steiner 
et al., 2005).

Table 6.  Simulated codling moth response to indicated climate projections at Sunnyside, Washington.  Scenarios were run for 
indicated future periods of interest (2020, 2040, 2080).  

Weather 
projection Scenario First adult 

flight First generation Second 
generation

Fraction of third 
generation

(day of year)

Historical 113 142 206   6.0

CCSM3 2020 106 137 195 46.4
2040 104 134 189 73.8
2080 97 127 182 90.8

CGCM3 2020 102 132 195 43.4
2040 98 130 193 54.7
2080 95 128 186 80.4

ECHAM5 2020 109 139 200 22.3
2040 108 137 194 44.3
2080 98 128 187 79.5

PCM1 2020 108 137 197 32.7
2040 107 136 194 45.4

  2080 104 133 188 70.7

Average 2020 107 136 197 35.9
2040 104 134 192 54.8
2080 98 129 186 81.0
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Overall, there are strong empirical reasons for expecting changes in 
temperature and CO2 to have significant effects on weed biology, growth, 
and weed management. Elevated CO2 will enhance growth of C3 weeds 
allowing them to better compete with C4 crops, which will obtain only 
marginal benefits from CO2 elevation (Ziska, 2003). Stinson and Bazzaz 
(2006) showed that for a mixed population with two species, the smaller 
plant might benefit from CO2 enrichment to a greater extent than the larger 
plant because of light interception properties, which would give weeds 
a competitive advantage. The physiological plasticity of weeds and their 
high degree of intraspecific genetic variation could provide weeds with 
a competitive advantage in a changing environment. New weed species 
and more competitive and prolific weeds may require improved timing of 
weed management practices, improved weed identification and scouting, 
and more frequent weed control practices (herbicide, mowing, and 
cultivation). 

4. Avenues for Adaptation and Recommendations  
for Research

Our assessment indicates that, with the possible exception of winter 
wheat, the main agricultural commodities in eastern Washington State 
could be affected negatively by future climate warming, even as soon 
as the next few decades.  However, the concurrent elevated atmospheric 
CO2 is projected to compensate for the effect of warming and result in 
yield gains. To cope with the effect of warming and capture the potential 
benefits of elevated CO2, adaptation of agricultural cropping systems and 
management to changing conditions will be critical. Research will play 
an important role by providing technologies for adaptation.
It is difficult to predict the economic environment under which agriculture 
will operate as we progress into this century, except that we know that 
an increasing population projected to reach nine billion people by mid 
century and the rapid development of highly populated countries such 
as China and India will ensure high demand for agricultural products. 
The state’s diversified agriculture is likely to be an important factor 
of adaptation to changing conditions under global climate change.  In 
addition, consequences of climate change appear less severe for higher 
than lower latitudes, which may favor the relative competitive position 
of the agriculture of the state and facilitate adaptation. 
As shown in Fig. 6, winter wheat yields in the Palouse region around 
Pullman WA have increased from 3,300 to 5,400 kg ha-1 from 1972 to 2003 
(perhaps including minor help from CO2 increase during the period) while 
yields were only 1,300 kg ha-1 90 years ago (Sievers and Holtz, 1922). 
This indicates that the contribution of technology (e.g., plant breeding, 
biotechnology, better crop management) to yield increases should be 
counted for as a factor that could contribute to mitigate the economic 
effect of negative climate change impacts, although it is uncertain if the 
pace of technology improvement will be the same in the future as it has 
been in the past. 
Apples and other temperate tree fruits are projected to benefit from warmer 
weather combined with elevated CO2, but management and varieties 
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will need to constantly adapt to harvest the benefits of future conditions. 
Eventually, warming may affect over-winter chill requirements of 
temperate tree fruits and require replacement by new cultivars or species. 
In the case of annual crops, modification of planting dates and use of 
varieties better adapted to the available growing season will be required, 
particularly in the case of potatoes. For annual and tree fruit crops, the 
search for more effective and environmentally friendly approaches for 
controlling more aggressive (or new) insects and weeds will be needed. 

Overall, conventional and biotechnology-based breeding will be 
important to preserve the competitive position of existing commodities. 
Selection of materials from world regions where the developing future 
climate conditions already exist in present time is an option, recognizing 
that the current niche of successful commodities in the state is due to 
suitable current climatic conditions in eastern WA compared to other 
regions.  Research in automation, sensors, information technologies, 
and overall improvement of agricultural management will be required 
to reduce costs.  Agricultural research efforts should be targeted to 
prioritize research that helps to cope with potential negative effects of 
climate change and to capture the benefits of elevated CO2, considering 
that adaptation to evolving future conditions is likely among the largest 
long-term challenges for agriculture.

Finally, an activity that should be urgently implemented by agricultural 
research and extension in the state is to maintain a state-of-the-art 
monitoring network and information center to gather and interpret data 
on the many manifestations of climate change impacts on agricultural 
production. This network is extremely important to track the actual speed 
of change and guide the basic and applied research that will be needed 
for adaptation.

Figure 6. Winter wheat production 
in Whitman County (based on 
historic records).
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5. Caveats of Projected Impact of Climate Change  
on Agriculture

This assessment of possible effects of climate change on Washington 
agriculture is based on computer simulation models, which are 
approximations of reality drawing from experimental research to 
represent the mechanistic processes that relate crop growth and yield and 
associated factors with climate. However, our projections of the direction 
and magnitude of yield changes for annual crops generally agree with 
previous studies. Projections for apples are more uncertain as tree fruit 
models are less developed and previous studies are not available.
We have selected 4 GCMs for this study out of 20+ available, encompassing 
the high and lower end of the range of expected warming. We found 
consistency in the ultimate effects of warming on agriculture regardless 
of the GCM used. However, changes in extreme heat and cold weather 
and extreme precipitation events will have impacts that are generally 
not well represented either by the GCMs themselves or the downscaling 
procedure that we used to relate the GCM output to local conditions. Other 
associated factors such as changes in cloudiness affecting solar radiation 
and changes in air humidity are not considered in our projections, and may 
have significant effects on future crop yields.

6. Conclusions

The impact of climate change on the agriculture of eastern Washington 
State is assessed in this study by focusing on the major commodities in 
terms of output value: Apples, potatoes, and wheat. Agricultural impacts 
depend on the direct effects of climate, but they also depend on increasing 
atmospheric CO2 independent of CO2’s influence on climate. Increased 
CO2 in the atmosphere can increase crop yields for some plants and 
also increase water use efficiency, which in turn may provide additional 
benefits in dryland crop yields. Projections presented assume that plants 
have adequate supply of nutrients and are well protected from pests and 
weeds, and for irrigated crops they assume adequate availability of water 
for irrigation. Crop response to climate change is assessed based on 
changes for 2020, 2040, and 2080 scenarios with respect to a baseline 
climate (1975-2005). 
It is projected that the impact of climate change on selected but 
economically significant crops in eastern Washington will be generally 
mild in the short term (i.e., next two decades), but increasingly detrimental 
with time (potential yield losses reaching 25% for some crops by the 
end of the century). However, the projected elevated CO2 is expected to 
provide significant mitigation of climate change effects, and in fact result 
in important yield gains for some crops. There is some debate about 
whether the CO2 effect on plants will be temporary (perennial plants 
may adapt to new conditions or growth of plants in natural environments 
may be limited by other factors), but mounting experimental evidence 
involving well-managed agricultural crops show a definite beneficial 
effect of “CO2 fertilization” on growth and yield of many crops, even for 
perennial crops such as fruit trees that are expected to be in production 
for many years. 
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Yields of dryland winter wheat are projected to increase (2 to 8%) for 
the 2020 scenario or remain generally unchanged or with some gains for 
the 2040 scenario because earlier maturity in response to warming will 
provide a degree of water stress avoidance. However, yield reductions 
(4 to 7%) are projected for the 2080 scenario in the higher precipitation 
region. When CO2 elevation is added, yields are projected to increase 
by 13-15% (2020s) to 13-24% (2040s), reaching gains of 23% to 35% 
by the 2080 scenario, with the larger gains in drier sites. No change in 
spring wheat yields is projected for the 2020 scenario, but declines of 
10% to 15% for the 2040 scenario, and 20% to 26% for the 2080 scenario 
are projected due to climate change. Increased CO2 will compensate for 
decreased yields, leading to increases of 7% and 2% for the 2020 and 
2040 scenarios at Pullman, but a 7% increase (2020s) followed by a 7% 
reduction (2040s) at Saint John.  Earlier planting combined with CO2 
elevation is projected to increase yields by 16% for the 2020s. 
Yields of irrigated potatoes are projected to decline by 9%, 15%, and 
22% for the 2020, 2040, and 2080 scenarios, respectively, with smaller 
losses of only 2% to 3% for all scenarios when the effect of CO2 is 
included. The development of varieties with a longer duration of green 
leaf area, combined with elevated CO2, could potentially result in yield 
gains of ~15%. However, tuber quality is a concern due to tuber growth 
limitations under warmer conditions. 
Without the effect of elevated CO2, future climate change is projected to 
decrease apple production by 1%, 3%, and 4% for the 2020, 2040, and 
2080 scenarios, respectively. When the effect of CO2 is added, yields are 
projected to increase by 6% (2020s), 9% (2040s), and 16% (2080s). To 
realize potential yield gains and maintain fruit quality standards at higher 
yields will require management adaptations.
Caveats of the projection of climate change impacts on agriculture presented 
in this study are: a) possible changes in the frequency and persistence of 
extreme temperature (both frosts and heat waves) and precipitation events 
are not well represented in current climate projections, which could 
adversely affect crop yields, b) the extent to which the potential benefits 
of elevated CO2 will be realized has a degree of uncertainty that should be 
considered by decision makers, and c) it is also possible that changes in 
impacts by pests, weeds and invasive species could affect agriculture in 
ways not described here.
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Impacts of Climate Change on Key Aspects of Freshwater Salmon  
Habitat in Washington State
Nathan Mantua 1,2, Ingrid Tohver 1, and Alan Hamlet 1,3

Abstract

This study evaluates the sensitivity of Washington State’s freshwater habitat of Pacific Salmon (Oncorhynchus 
spp.) to climate change. Our analysis focuses on summertime stream temperatures, seasonal low flows, and 
changes in the frequency and magnitude of peak flow events because these physical factors are likely to 

be key pressure points for many salmon populations in Washington State. We evaluate the sensitivity of weekly 
summertime water temperatures and extreme daily high and low streamflows under multimodel composites for 
A1B and B1 greenhouse gas emissions scenarios. Simulations predict increasing water temperatures and increasing 
thermal stress for salmon in both western and eastern Washington state that are slight for the 2020s but increasingly 
large later in the 21st century. Streamflow simulations predict that the largest hydrologic sensitivities are for 
watersheds that currently have so-called transient runoff streamflows, those that are strongly influenced by a mix 
of direct runoff from autumn rainfall and springtime snowmelt. By the 2080s, the hydrologic simulations predict 
a complete loss of snowmelt dominant basins in WA, and only about 10 basins remaining in the north Cascades 
classified as transient snow basins. Historically transient runoff watersheds will trend towards rainfall dominant 
basins and experience longer summer low flow periods, increased streamflow in winter and early spring, declines 
in the magnitude of summer low flows, and increases in winter flooding. The combined effects of warming stream 
temperatures and altered streamflows will very likely reduce the reproductive success for many salmon populations 
in Washington watersheds, but impacts will vary according to different life history-types and watershed-types. 
Salmon populations having a stream-type life history with extended freshwater rearing periods (i.e. steelhead, coho, 
sockeye and stream-type Chinook) are predicted to experience large increases in hydrologic and thermal stress in 
summer due to diminishing streamflows and increasingly unfavorable stream temperatures. Salmon with an ocean-
type life history (with relatively brief freshwater rearing periods) are predicted to experience the greatest freshwater 
productivity declines in transient runoff watersheds where future warming is predicted to increase the magnitude 
and frequency of winter flooding that reduces egg-to-fry survival rates. 

1 JISAO Climate Impacts Group, University of Washington, Seattle, Washington
2 School of Aquatic and Fishery Sciences, University of Washington, Seattle, Washington 
3 Department of Civil and Environmental Engineering, University of Washington, Seattle, Washington
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1. Introduction

Climate plays a crucial role in salmon ecology at every stage of their life 
cycle, but the relative importance of climatic factors is quite different 
for different salmon stocks. Key limiting factors for freshwater salmon 
productivity include thermal and hydrologic regimes; these depend on 
species, their life history, watershed characteristics, and to a great extent 
stock-specific adaptations to local environmental factors (e.g. Richter and 
Kolmes 2005, Beechie et al. 2008, Crozier and Zabel 2007, and Farrell et 
al. 2008). Those stocks that typically spend extended rearing periods in 
freshwater (steelhead, stream-type Chinook, sockeye and coho) are likely 
to have a greater sensitivity to freshwater habitat changes than those that 
migrate to sea at an earlier age (ocean-type Chinook, pinks, and chum). 
While it would be desirable to produce watershed-specific estimates of 
the aggregate effects of climate change on individual stocks of Pacific 
salmon (Oncorhynchus spp.) in Washington State watersheds, scientific 
understanding of the interactions between climate and salmon productivity 
at each stage of each stock’s life cycle is not yet adequate to do so. Even 
in cases where it is possible to carry out stock-specific assessments, such 
undertakings are beyond the scope of this statewide analysis. Instead we 
focus on a few direct, well-understood mechanisms whereby more easily 
predicted physical properties of the freshwater habitat for salmon directly 
influence salmon reproductive success at certain stages of their life cycle. 
Those physical properties are stream temperature and the volume and time 
distribution of streamflow. We combine observations, statistical modeling, 
and hydrologic modeling to compare conditions of the past (1970-1999) 
with those under projected future climate scenarios for 30-year windows 
centered on the decades of the 2020s, 2040s, and 2080s. 
The overarching question to be addressed in this study is: How will climate 
change alter the potential reproductive success of Washington State’s 
salmon, and where and under what conditions is freshwater habitat for 
salmon most vulnerable to direct hydroclimate (rising water temperatures 
and altered flow) effects of climate change? Guided by the Independent 
Scientific Advisory Board’s (ISAB 2007) and Crozier et al.’s (2008) reviews 
of climate change impacts on salmon productivity in the Columbia River 
Basin, we limit our study to focus on the following subsidiary questions:  

What will be the role of climate change in coming decades on summertime •	
water temperatures?
How will a changing climate affect summer low flows and flood peaks? •	
How, and in which watersheds, will these hydrologic changes likely •	
affect the reproductive success for salmon?

We use three approaches to address these research questions. First, we 
employ the statistical modeling approach of Mohseni et al. (1998) to 
relate past surface air temperatures to stream temperatures, and apply 
these relationships trained on past climate in conjunction with projections 
of future air temperatures to predict corresponding future stream 
temperatures. Second, hydrologic models driven by future scenarios of 
surface air temperature and precipitation provide projections for changes in 
the statistics of summer low flows and flood peaks (Elsner et al. 2009, this 
report). And third, the likely impacts of climate change on the reproductive 
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success for salmon in Washington’s watersheds are realized by combining 
salmon sensitivities described in the scientific literature with our scenarios 
for changes in the statistics of stream temperature and streamflows. 
The sensitivity of stream temperature and streamflow to changes in climate 
vary within and between watersheds due to natural and anthropogenic factors 
that include watershed geomorphology, vegetative cover, groundwater 
inputs to the stream reach of interest, water resources infrastructure (dams 
and diversions), the amount and timing of streamflow diverted to out-of-
stream uses, and the degree to which key hydrologic processes have been 
impaired by changes in watersheds. 
Increasing summertime stream temperatures are likely to be a key pressure 
point for many salmon populations in Washington State. Following 
methods used in previous assessments of climate change impacts on stream 
habitat (Eaton and Scheller 1996, O’Neal 2002, Mohseni et al. 2003), here 
we evaluate the sensitivity of summertime weekly water temperature for 
reasons outlined below. 
Water temperature is a key aspect of water quality for salmonids, and 
excessively high water temperature can act as a limiting factor for the 
distribution, migration, health and performance of salmonids (e.g. 
McCullough 1999, Richter and Kolmes 2005, EPA 2007, Farrell et al. 
2008). For salmon, excessively warm waters can inhibit migration and 
breeding patterns, and reduce cold-water refugia and connectivity. When 
average water temperatures are greater than 15 °C (59 °F) salmon can 
suffer increased predation and competitive disadvantages with native and 
non-native warm water fish (EPA 2007). Water temperatures exceeding 
21-22 °C (70-72 °F) can prevent migration.  Furthermore, adult salmon 
become more susceptible to disease and the transmission of pathogens as 
temperatures rise, and prolonged exposure to stream temperatures across a 
threshold (typically near 21°C, but this varies by species) can be lethal for 
juveniles and adults (McCullough 1999) (see Table 1). 

Species Upper thermal tolerance
Cutthroat trout

(O. clarki)
23.3 °C

(73.9 °F)
Rainbow trout (steelhead)

(O. mykiss)
24.0 °C

(75.2 °F)
Chum salmon

(O. keta)
19.8 °C

(67.6 °F)
Pink salmon

(O. gorbuscha)
21 °C

(69.8 °F)
Coho salmon
(O. kisutch)

23.4 °C
(74.1 °F)

Chinook salmon
(O. tshawytscha)

24 °C
(75.2 °F)

*Based on the 95th percentile of maximum weekly mean 
temperatures where fish presence (juvenile or adult) was 
observed (Eaton and Scheller 1996).

Table 1. Maximum weekly temperature* upper thermal tolerances for 
salmonids.
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Previous studies have projected climate change impacts on weekly water 
temperatures in order to evaluate impacts on trout and salmon habitat 
in the U.S. O’Neal (2002) used 8 climate change scenarios with a 2090 
summertime warming ranging from 2 to 5.5 °C to predict maximum weekly 
U.S. water temperatures. Locations that experienced a projected maximum 
weekly water temperature greater than the upper thermal tolerance limit 
for a species were considered lost habitat.  The projected loss of salmon 
habitat in Washington ranged from 5 to 22% by 2090, depending on the 
climate change scenario used in the analysis.  
The Washington Department of Ecology (DOE) established water 
temperature standards for salmon habitat at various stages of their life history 
in Chapter 173-201A of the Washington Administrative Code (WAC), 
and these were subsequently reviewed by the Environmental Protection 
Agency (EPA 2007). The DOE and EPA express temperature thresholds 
for salmon as the 7-day average of the daily maximum temperature 
(7DADMax). Among adult salmon, the 7DADMax is lethal at ~23 oC, 
migration is inhibited at ~24 oC, and the risk of disease is elevated at ~14 
oC.  The models we used in this study estimate weekly average temperatures 
(hereafter Tw) rather than 7DADMax, so we must use an appropriately 
adjusted criteria. The EPA (2007) determined that the 7DADMax is 3 °C 
warmer than Tw. Therefore we identify sites where Tw exceeds 21 oC (or 3 
oC less than the 7DADMax criteria) as the critical threshold for migration 
barriers and an elevated risk to fish kills for salmon (EPA 2007). Also note 
that Washington’s DOE adopted a 17.5 °C 7-DADMax (equivalent to a 
14.5 °C Tw) criterion to protect waters designated for ‘Salmon Spawning, 
Rearing, and Migration use’ where spawning occurs after mid-September 
and egg emergence occurs before mid-June (EPA 2007). 
Characteristics of seasonal and daily streamflow variations can also serve 
as limiting factors for freshwater salmon habitat (Rand et al. 2006, Beechie 
et al. 2006). Battin et al. (2007) found that of the factors they evaluated for 
climate change impacts on ocean-type Chinook in the Snohomish Basin, 
projected increases in extreme high flows by far had the greatest negative 
impact on the reproductive success of salmon. Studies by Beechie et al. 
(1994) and Reeves et al. (1989) indicate that the most important factors 
for juvenile coho freshwater survival are (1) the in-stream temperature 
during the first summer, combined with the availability of deep pools to 
mitigate high temperatures; and (2) temperature during the second winter, 
combined with the availability of beaver ponds and backwater pools to 
serve as refuges from cold temperatures and high streamflow events. 
Consequently, a particularly troublesome scenario for coho involves an 
increase in summer water temperature in combination with a decrease in 
summer streamflow. 
The WAC Chapter 173 provisions for in-stream resources protection 
program include several of Washington’s river basins with regard to the 
changing summer low flows and how they impact salmon. Among the 
provisions stated in these programs is the maintenance of minimum flows 
for migrating fish. 
In order to evaluate the impacts of climate change on summer low flows 
and flood peaks, we quantify projected changes in the statistics of extreme 
high and low flows through an analysis of daily streamflows simulated by 
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a hydrologic model under past and future climate scenarios (Elsner et al. 
2009, this report). The shifts in precipitation and temperature resulting 
from climate change will have a multifaceted effect on the streamflow 
variability since the sources feeding into the rivers in Washington State 
differ. Relatively warm river basins where surface air temperatures remain 
above freezing for most or all of the winter are rain-dominant and are found 
near the coast or at lower elevations in western Washington. Washington’s 
coldest river basins are found in the higher elevation catchments of the 
Columbia Basin and North Cascades. In these basins winter surface 
temperatures remain well-below freezing for most or all of winter and 
have annual flows dominated by spring-summer snowmelt. Washington 
also has many salmon-bearing watersheds where streamflow is strongly 
influenced by both direct runoff from rainfall and springtime snowmelt 
because surface temperatures in winter typically fluctuate around the 
freezing point; these are referred to as transient runoff basins. Over the 
course of a given winter, precipitation in transient watersheds frequently 
fluctuates between snow and rain depending on relatively small changes 
in air temperature. Transient basins are found on the west slopes of the 
Cascades, the Olympics, and at lower elevation catchments draining the 
east slopes of the Cascades (Beechie et al. 2006, Hamlet and Lettenmaier 
2007). Flooding intensity and timing in transient river basins is therefore 
dependent on temperature changes, amount of winter snow accumulation 
and subsequent spring snowmelt, and large-scale fall-winter storms. Low-
flows in Washington’s watersheds typically occur at the end of the summer 
and beginning of the fall. Extreme low-flow events can occur with rising 
summer temperatures, increasing evaporation, and in combination with 
reduced springtime snow pack and/or decreasing summer precipitation.  
As previously noted, climate also influences estuarine and marine habitat 
for salmon. Interested readers can find informative reviews of climate 
impacts on marine habitat for PNW salmon by Pearcy (1992), Loggerwell 
et al (2003), and ISAB (2007).  However, an evaluation of the impacts of 
climate change on those habitats is beyond the scope of this study. 

2. Data and Methods
2.1. Historical Water Temperature and Air Temperature Data

Stream temperature has been monitored in both large rivers and smaller 
streams in Washington State by several different agencies. We used three 
different data sources covering a variety of time periods in this study 
(see Appendix A). Continuous summertime stream temperature data for 
126 stations covering parts of the 2000 to 2007 period were obtained 
from Washington’s DOE (http://www.ecy.wa.gov/programs/eap/fw_riv/
rv_main.html#4). Hourly water temperature data from 51 stations in the 
Columbia River Basin covering parts of the 1995-2008 period were obtained 
from the U.S. Army Corps of Engineers (USACE) Data Access in Real 
Time (http://www.cbr.washington.edu/dart/help/hgas_def.html). The U.S. 
Geological Survey (USGS) archives long-term daily water temperatures 
at various sites along the Columbia River Basin covering parts of the 
1950-2000 period. Mean daily stream temperature data for 34 stations in 
the Columbia River Basin were obtained from the USGS archives (http://
www.streamnet.org/online-data/temperature1.html). For the continuous 
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and hourly data sets, daily average water temperatures were developed 
from the daily maximum and minimum temperatures. The daily averages 
were used to calculate mean weekly temperatures. The NOAA National 
Climate Data Center (NCDC) archives daily air temperature data for over 
10,000 stations across the U.S. Station data for daily air temperature were 
matched to eight of the water temperature sites based on location (within 
10 km) and data were downloaded from NCDC (http://cdo.ncdc.noaa.gov/
CDO/dataproduct). We also used the downscaled, gridded, historic surface 
air temperatures at 1/16th degree latitude by longitude spatial resolution 
for the 1915-2006 period (Elsner et al. 2009, this report). Figure 1 shows 
August surface air temperatures averaged from 1970-99 that were derived 
from station data and mapped to the 1/16th degree grid used in this study.

Figure 1. Color shading shows the historic (1970-1999) mean surface air temperatures for August, and shaded 
circles show the simulated mean of the annual maximum for weekly water temperatures for select locations. 
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2.2. Climate Change Scenarios  

Our assessment of climate change impacts on stream temperature and 
streamflow in the 21st century originates from 19 of the 39 coarse-resolution 
(with typically 100-300 km grid-spacing) climate change scenarios for 
Washington State’s surface air temperature and precipitation described by 
Mote and Salathé (2009, this report). The 19 scenarios used in this report 
consist of output from 10 climate models run under A1B emissions, and 9 
models for B1 emissions. For our stream temperature modeling, we used 
air temperatures that were statistically downscaled from the global climate 
models to the 1/16th degree grid and from a monthly to daily timestep 
(Elsner et al. 2009, this report). Our streamflow analysis is based on 
outputs from a hydrologic model that was forced by both air temperature 
and precipitation that were downscaled from the global climate models 
using the so-called “delta method” approach, wherein the coarse spatial 
resolution monthly average changes between future and historic averages 
are used to adjust the 1/16th degree gridded historic daily time series in 
order to represent future climate.
For both stream temperature and streamflow, we focus on the sensitivity 
of freshwater habitat for salmon to the A1B and B1 scenarios for future 
greenhouse gas emissions (SRES 2000). The A1B emissions scenario can 
be considered a “medium” warming scenario, (it is not the warmest of all 
the IPCC scenarios), and refers to a future where population peaks mid-
century and there is very rapid economic growth and a balanced portfolio 
of energy technologies including both fossil fuels and high efficiency 
technology that is adopted rapidly. The B1 emissions scenario has lower 
emissions than A1B that result in less warming, and could be considered 
the “low” warming scenario. B1 refers to a future where population is 
the same as A1B, but there are rapid economic shifts toward a service/
information economy, the introduction of clean and resource-efficient 
technologies and emphasis on global solutions to economic, social, and 
environmental sustainability (SRES 2000).  
Based on the average of the 19 scenarios, these models project increases in 
annual temperature for the Pacific Northwest, compared with the 1980s, of 
1.2°C (2.2°F) by the 2020s, 1.9°C (3.4°F) by the 2040s, and 3.2°C (5.8°F) 
by the 2080s. Because the global climate models have just a few grid 
points that do a poor job resolving the topography in Washington State, the 
spatial gradients are very weak in the predicted changes for Washington’s 
precipitation and surface air temperature. Changes in annual precipitation, 
averaged over all models, are small, but some models show large seasonal 
changes, especially toward wetter winters and drier summers. Most models 
predict summer warming exceeds the warming in other seasons, and the 
models with the most warming also produce the most summer drying 
(Mote and Salathé 2009, this report). 
Based on the 10-model average for A1B emissions, Pacific Northwest 
summertime temperatures are projected to increase 1.7°C (3.0°F) by the 
2020s, 2.7°C (4.9°F) by the 2040s, and 4.7°C (8.5°F) by the 2080s relative 
to the 1980s. The projections for summertime temperature increases from 
the 9-model average using B1 emissions are approximately 70% as large 
as those for the multi-model average using A1B emissions (Table 2). Also 
note that individual climate model projections for the same emissions 
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scenario vary. For summertime temperature changes summarized in Table 
2, the range of projected changes from individual models can be as extreme 
as 15% to 200% of the multimodel average. 
As noted above, we use air temperatures derived from the statistically 
downscaled global climate model simulations to estimate summertime 
water temperatures for the 21st century, but in this study report only 
the multi-model averages for the A1B and B1 emissions scenarios, 
respectively.
Elsner et al. (2009, this report) used another downscaling approach, 
known as the delta method, in the hydrologic model simulations that 
generated the daily streamflow data analyzed in this report. The delta 
method simply applies changes in monthly average temperature and 
precipitation from global climate models to the full daily time series of 
historic meteorological fields for 1915-2006. Composite forcing fields on 
a 1/16th degree grid for A1B and B1 emissions scenarios were developed 
from multi-model weighted averages of air temperature and precipitation, 
respectively. These forcing fields were then used to drive the Variable 
Infiltration Capacity (VIC) hydrologic model simulations that produced 
daily time series of streamflow. Thus, the flood and low flow statistics 
from our analyses come from simulated streamflow data that came from 
simulations forced by three separate 92-year driving data sets for each of 
the emissions scenarios (A1B and B1), one representing the climate for 
each of the future time horizons centered on the 2020s, 2040s, and 2080s, 
respectively. 

2.3. Non-linear Stream Temperature Regression Models

Mohseni (1998) used weekly average air temperature to predict weekly 
average water temperatures, and we use the same approach here using 
the data available for all of the sites (air and water temperatures).  The 
regression models developed by Mohseni et al. (1998) show that the 
relationship between weekly air and water temperatures is best described 
by a nonlinear S-shaped function:

	 				  
(1)

where Tw is the estimated weekly average stream temperature, µ is the 

Table 2. Multi-model average projected changes in June-July-August PNW air temperature for A1B (10 models) and B1 (9 models) 
emissions. The statistically downscaled models represented here and used in our stream temperature modeling are: ccsm3, 
cgcm3.1 t47, cnrm cm3, echam5, echo g, hadcm, hadgem1 (A1B only), ipsl cm4, miroc 3.2, pcm1.

Scenario 2020s 2040s 2080s

A1B
Low Avg High Low Avg High Low Avg High

0.43oC
(0.8oF)

1.7oC
(3.0oF)

3.4oC
(6.1oF)

1.3oC
(2.3oF)

2.7oC
(4.9oF)

5.1oC
(9.1oF)

2.7oC
(4.8oF)

4.7oC
(8.5oF)

8.1oC
(14.6oF)

B1 0.18oC
(0.3oF)

1.2oC
(2.2oF)

2.4oC
(3.8oF)

0.2oC
(0.4oF)

1.8oC
(3.3oF)

3.7oC
(6.6oF)

1.3oC
(2.4oF)

2.9oC
(5.2oF)

5.1oC
(10.0oF)
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estimated minimum stream temperature (set to ≥ 0 since the rivers in this 
study never freeze), α is the estimated maximum stream temperature, γ is a 
measure of the steepest slope of the function, β indicates the air temperature 
at the inflection point, and Ta is the average weekly air temperature. To 
estimate the parameters of the nonlinear function the least squares method 
was applied, minimizing λ, the sum of the squared errors (ε) between the 
observed and fitted values for water temperatures:

	 		
(2)

Many climate variables other than air temperature also influence water 
temperatures, and some of the sites in this study undergo seasonal hysteresis, 
which involves a lag in stream temperature response to air temperature. 
For example, this phenomenon occurs when streams receive an influx of 
cold snowmelt water in the spring and maintain a cooler thermal regime 
despite warming air temperatures. The effects of this process are apparent 
during the fall and spring seasons when the data scatter is greater around 
the fitted model.  In these cases, two regressions were applied to the data 
based on the weekly values separately for the fall and spring seasons. Of 
the estimated parameters from the two fitted models, the higher α, the 
lower µ, and average of the two γ and β parameters were used to calculate 
Tw (Mohseni et al. 1998), so that ultimately only one fitted model was 
applied to each site. 

The Nash-Sutcliffe coefficient (NSC) (Nash and Sutcliffe, 1970) was used 
to determine the goodness of fit:

	 					   

(3)

In streams where seasonal hysteresis was suspected of playing a role 
in water temperatures, the average NSC from the two fitted regressions 
was calculated and if it exceeded the NSC calculated for a single fitted 
function, the stream was assumed to exhibit hysteresis. Of the 211 stations 
modeled, only the 133 streams with NSC values ≥ 0.7 were included in 
this study (Mohseni et al. 1998).  Of these sites, 12 demonstrated hysteresis 
and had higher NSC values when fit to two functions. The range of water 
temperature observations extended from less than one year to more than 
30 years for some sites depending on the data source.  Since we focus 
on summertime weekly average temperatures, we included only those 
sites where summertime temperatures were available (weeks 25 – 40). 
Because we are modeling weekly average temperatures, we feel justified 
in developing regression models with just one to a few years of stream 
temperature observations if, according to the NSC criteria employed here, 
we are able to develop a robust relationship between a location’s weekly 
average air and water temperature. We also assume that the statistical 
relationship between weekly average air and water temperature are 
stationary, both for past and future years.
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2.3.1. Model Validation and Application

The eight sites with paired observed air and water temperature data were 
used to validate the models. Weekly averages of observed air (NCDC 
station data in Appendix B) and stream temperatures were calculated for 
each site. Using the statistical programs R 2.7 and SAS 9.1, we estimated 
the model parameters for each test site by fitting the observed weekly air 
temperatures to the observed weekly water temperatures with the regression 
model (Equation 1) using the least squares method (Equation 2). Each 
test site was matched to the nearest grid in the 1/16o  downscaled dataset 
and the same method was applied using historic surface air temperature 
from this dataset (Elsner et al. 2009, this report). The model parameters 
for each site generated by (a) the observed air temperatures (station data) 
and (b) the downscaled historic air temperature data were similar enough 
to support the use of the downscaled historic air temperature dataset in 
the development of stream temperature regression models for all of the 
stream temperature observation sites. We also compared the NSC values 
generated by station data and downscaled air temperatures for the eight 
sites. The range of these NSC values are nearly identical, 0.79 – 0.99 and 
0.80 – 0.99 for station and downscaled data, respectively.  The averages of 
NSC values for these test sites are also comparable, 0.90 for station data 
and 0.88 for downscaled data. 
All sites with observed water temperature data were matched to the nearest 
1/16o grid point in the downscaled dataset using ArcGIS 9.3. Model 
parameters were estimated using weekly surface air temperatures from 
the historic downscaled dataset for each site. The regression parameter of 
interest in this study is the α-value, or maximum temperature. The models 
estimated an α-value within 2 oC of the observed maximum temperature 
for 80% of the sites in this study. Similar to Mohseni et al. (1998), we found 
that the regression models more often underestimated the α-value in this 
study. We applied the regression model using the estimated parameters and 
the downscaled surface air temperatures for each climate change model 
(10 models for the A1B scenario and 9 models for the B1 scenario as made 
available by the IPCC) to estimate average weekly water temperatures 
for 19 future climate change scenarios at 133 sites. For each scenario, the 
projected weekly maximum water temperatures were identified for each 
model and averaged over the models into four 30-year intervals: 1970-
1999, 2010-2039, 2030-2059, 2070-2099. Sites and time periods where 
weekly temperatures exceed 21 oC were flagged as indicators for potential 
migration barriers and extreme thermal stress for salmon, although it is 
important to keep in mind that not all these sites are in reaches that typically 
host juvenile or adult salmon during the warmest summer months. 

2.4. Methods for Extreme High and Low Flow Analyses

The flood and low flow frequency statistics were calculated from Elsner 
et al’s. (2009, this report) projected and historic (1915-2006) daily flow 
simulations at 97 sites in Washington State (listed in Appendix C). Flood 
frequency was calculated by ranking the annual maximum flows and 
fitting the Generalized Extreme Value distribution using the L-moments 
method (Wang 1997, Hosking and Wallis 1993, Hosking 1990). From 
the fitted probability distributions, the flood magnitudes with a 20-year 
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return period were estimated for each time interval centered on the 1980s, 
2020s, 2040s and 2080s. Beamer and Pess (1999) found that stocks of 
Chinook salmon in the Skagit and Stillaguamish rivers were unable to 
reproduce rapidly enough to “replace” themselves if peak flows during 
the intervals of egg incubation matched or exceeded the 20-year flooding 
event. The low flow statistic is the annual minimum 7-day consecutive 
lowest flow, to which the same probability distribution was fit as for 
flood flows. From the fitted distribution, we estimated 7Q2 and 7Q10, 
or the magnitude of the 2-year and 10-year return period 7-day low flow 
magnitudes, respectively, for each of the four 30-year time intervals. The 
results from these analyses were used to calculate the ratio of future to 
historic flooding and low flow magnitudes for each composite scenario/
time interval (e.g. “A1B 2020s”, or “B1 2040s”). From the downscaled, 
derived historic air temperature data set, the average December/January/
February air temperatures (DJF) were calculated for each catchment for 
the 1970-1999 period to characterize wintertime temperature regimes. The 
projected return frequency of the historic 20-year flood was estimated and 
compared to each basin’s DJF average temperature to typify each basin’s 
sensitivity to warming temperatures.

3. Key Findings/Discussion
3.1. Summertime Stream Temperature Projections

Maximum weekly water temperatures in Washington State are typically 
observed from late July through late August, very much like the period 
of climatologically warmest air temperatures. In Figure 1 we show the 
downscaled historic averages for August surface air temperatures and 
simulated annual maximum weekly water temperatures for the 1970-99 
period. Many of the interior Columbia Basin’s water temperature stations 
modeled in this study have maximum weekly water temperatures that 
exceed 21°C. In reaches that typically host salmon in the warmest summer 
months these locations already have periods with episodes of extreme 
thermal stress for salmon. For instance, summer water temperatures in 
the mainstem Columbia River sometimes reach lethal limits for sockeye 
salmon (Naughton et al. 2005), and frequently pose thermal migration 
barriers for fall Chinook (Goniea et al. 2006) and summer steelhead 
(High et al. 2006). All but one of the extreme water temperature stations 
in our study are located in eastern Washington. The western Washington 
exception in our data set is for water temperatures at University Bridge 
between Portage Bay and Lake Union in Seattle, a location in the middle 
of a migration corridor for summer-running adult sockeye and Chinook. 
Our stream temperature modeling predicts significant increases in water 
temperatures and thermal stress for salmon statewide for both A1B and B1 
emissions scenarios. The projected annual maximum Tw patterns shown in 
Figure 2 indicate there will be large increases in the number of stations that 
are especially unfavorable for salmon (Tw > 21 °C). Figure 2 also shows 
the encroachment of summertime air temperatures (Ta > 18 °C) becoming 
the norm for western Washington by the 2040s, and for this period only the 
higher elevations of the Cascades and Olympics have temperatures like 
those characteristic of the western Washington lowlands in the 1980s.   
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Figure 2. As in Figure 1, but here future climate scenarios for the 2020s, 2040s and 2080s are shown in the top, 
middle and bottom panels, respectively. Multi-model composite averages based on the A1B emissions are in 
the left panels, and those for B1 emissions are in the right panels.
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Figure 3. Simulated increases in the annual maximum of weekly water temperatures (oC) relative to the 1980s for select 
locations in Washington State. Top panels show simulated changes for the 2020s, middle panels for the 2040s, and bottom 
panels for the 2080s. Composite A1B emissions scenarios are in the left column, composite B1 emissions scenarios are in 
the right column. 
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Future changes in the annual maximum Tw are shown in Figure 3. For 
both A1B and B1 emissions scenarios in the 2020s, annual maximum Tw 
at most stations is projected to rise less than 1 °C, but by the 2080s many 
stations on both the east and west side of the Cascades warm by 2 to 5 °C. 
Water temperatures projected under the A1B emissions scenarios become 
progressively warmer than those projected under the B1 emissions, and by 
the 2080s the differences are ~1 °C (recall that projected summertime air 
temperatures under A1B emissions are, on average, 1.8 °C warmer than 
those under B1 emissions for the 2080s).
For either scenario, the projected increases in water temperatures proceed 
at about an equal pace on both sides of the Cascades, however shifts to 
increasingly stressful thermal regimes for salmon are predicted to be 
greatest for eastern Washington where the historic baseline for water 
temperatures are substantially warmer than those in western Washington. 
The histograms in Figure 4 show that, in the 1980s, 31% of eastern 
Washington water temperature stations in our study had annual maximum 
Tw from 15.5-19.5°C, a category that indicates an elevated risk of disease 
for adult salmon. The fraction of stations in this already compromised 
category declines to 17% in the 2080s, while the percentage of stations 
in higher stress categories increases by an equivalent amount.  For the 55 
western Washington stations we examine, 80% had Tw < 19.5 °C in the 
1980s, and this fraction declines to 65% of stations for the 2080s.
Climate change is also predicted to increase the frequency and persistence 
of thermal migration barriers and thermally stressed waters for salmon. 
The persistence of summertime water temperatures greater than 21 °C is 
predicted to start earlier in the year, and last later in the year (Figure 5). For 
most of the warmest stations we modeled Tw > 21 °C persisted for 1-to-
5 weeks (and up to 10 weeks at the University Bridge site) in the 1980s 
(from late-July to mid-August). For the 2080s under A1B emissions, this 
period of extreme thermal stress and thermal migration barriers is projected 
to persist for 10-to-12 weeks (from mid-June until early-September) at 

Figure 4. Histograms of maximum weekly water temperature in western and eastern Washington State 
for the 1980s, 2020s, 2040s, and 2080s under A1B emissions scenarios (data produced from B1 emissions 
scenarios not shown). Water temperature stations east of the Cascade crest and upstream of the Dalles, OR, 
are considered to be in eastern Washington, and all others in western Washington.
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Figure 5. Composite A1B emissions scenarios for simulated number of weeks that Tw exceeds 21°C (left panels) 
and the week number that weekly water temperature exceeds 21°C (right panels) for: a) the Upper Yakima River, 
b) Lower Snake River at Tucannon, c) Stillaguamish River at Arlington, d) Columbia River at Boneville Dam, and 
e) University Bridge, between Portage Bay and Lake Union Seattle. Note that week 31 is apprximately the first 
week ofAugust.

CHAPTER 6: Salmon 231



many stations in eastern Washington and along the lower Columbia River, 
including the Upper Yakima River, the Columbia River at Bonneville 
Dam, and the Lower Snake River at Tucannon. This prolonged duration 
of thermal stress is also predicted for the Lake Washington/Lake Union 
ship canal (University Bridge). The expansion of the Tw > 21 °C season 
is predicted to increase considerably for the warmer streams in western 
Washington like the Stillaguamish River at Arlington. For this station the 
period of extreme thermal stress and thermal migration barriers last up to 
13 weeks by 2100 and is centered on the first week of August. 
Each of the stations discussed in the previous paragraph is located in a key 
migration corridor for summer-running adult salmon on their spawning 
migration, indicating that at least some salmon populations in each 
watershed will likely experience substantial increases in thermal migration 
barriers and thermal stress. 
Overall, extended thermal migration barriers are predicted to be much 
more common in eastern Washington compared with western Washington 
(Figure 6). The rate of increase in the duration of the thermal migration 
barrier season is also sensitive to emissions scenarios – the A1B emissions 
pattern of change in the length of this season for the 2040s is quite similar 
to that for the B1emissions pattern in the 2080s.  

3.2. Climate Change Impacts on Streamflow
3.2.1. Shifts Between Snowmelt, Transient, and Rain-dominant 
Watersheds

In Figure 7 we classify runoff in Washington’s watersheds (at the 
Hydrologic Unit Code 4 level) for historic and future periods as either 
snowmelt dominant, transient, or rainfall dominant based on their basin-
averaged ratio of simulated April 1st snowpack to October-March total 
precipitation. For the 1980s snowmelt basins (where this ratio > 0.4) 
prevail in Washington’s North Cascades and the eastside central Cascades. 
Transient basins (mixed rain and snow basins where the ratio lies between 
0.1 and 0.4) are found on the north Olympic Peninsula and the middle 
elevations of the Cascades and interior Columbia Basin. Rainfall dominant 
basins (where the ration < 0.1) are found in the low elevations of both 
eastern and western Washington.   As projected climate warms for the 
2020s, 2040s, and 2080s there is a clear transition for snowmelt basins to 
become transient basins, and transient basins to become rainfall dominant 
basins. By the 2080s, the hydrologic simulations predict a complete loss 
of snowmelt dominant basins in WA, and only about 10 basins remaining 
in the north Cascades classified as transient snow basins. Although the rate 
of transition is greater for the A1B emissions scenario, outcomes for the 
2020s, 2040s and 2080s are very similar for the A1B and B1 scenarios, 
with differences in classification emerging for only a few specific basins 
in the 2040s and 2080s.
It is important to note that many large rivers which flow through WA, but 
whose basins are largely outside of the state (e.g. the Columbia, Snake, 
and Spokane Rivers), will show shifts towards transitional behavior, but 
will still be classified as snowmelt dominant for projected 21st century 
warming (Elsner et al. 2009, this report).
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Figure 6. Simulated changes relative to the 1980s in the average number of weeks per year when Tw > 
21°C for select locations in Washington State. Top panels show simulated changes for the 2020s, middle 
panels for the 2040s, and bottom panels for the 2080s. Composite A1B emissions scenarios are in the left 
column, composite B1 emissions scenarios are in the right column. 
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Figure 7. Watershed classification maps for simulated runoff in the historic period (1970-99), 2020s, 2040s, 
and 2080s. Simulations using A1B emissions are in the lower 3 rows of the left column, while those using 
B1 emissions scenarios are in the lower 3 rows of the right column. 
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3.2.2. The Statistics of Extreme High and Low Streamflow 

The magnitude and frequency of flooding are predicted to increase most 
dramatically in the months of December and January for what are now 
Washington’s transient runoff watersheds (Figure 8), which we now see 
are characterized by mean winter temperatures within a few degrees of 0 
°C. Rain-dominant watersheds are predicted to experience small changes 
in flood frequency, and Washington’s coldest snowmelt-dominated basins, 
where mean winter temperatures in the historic period were < -5°C, are 
predicted to experience a reduction in flooding that has historically been 
observed during exceptionally heavy snowmelt periods in late-spring and 
early-summer. Hydrological models indicate that warming trends will 
reduce snowpack (Elsner et al. 2009, this report), thereby decreasing the 
risk of springtime snowmelt-driven floods. 

Figure 8. Projected return frequency of the historic 20 year flood magnitudes as a 
function of the DJF average temperatures in each basin. Color coding in the scatter 
plots identifies the month when flooding is projected to peak in the A1B 2040s 
simulation: orange = December, red = January, purple = February, light blue = March, 
brown = April, dark blue = May, green = June, and yellow = July. Projected return 
frequencies are based on climate change simulations for composite A1B emissions 
scenarios for the 30 year averages centered on the 2040s relative to those for the 
historic simulation period 1915-2006. 
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Figure 9. Ratio of the 20 year flood magnitudes for simulated future and historic streamflows at select 
locations. Top panels show simulated changes for the 2020s, middle panels for the 2040s, and bottom panels 
for the 2080s. Composite A1B emissions scenarios are in the left column, composite B1 emissions scenarios 
are in the right column.
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Figure 10. Ratio of low flow (7Q2) statistics for simulated future and historic streamflows at select locations. 
Top panels show simulated changes for the 2020s, middle panels for the 2040s, and bottom panels for the 
2080s. Composite A1B emissions scenarios are in the left column, composite B1 emissions scenarios are in 
the right column. 
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Maps for projected changes in the return frequency of the historic 20-
year flood are shown in Figure 9. The largest increases in flood return 
frequency are predicted for transient runoff catchments located in Puget 
Sound, the west slopes of the Cascades in southwest Washington and in 
the lower elevations on the east side of the Cascades. Hydrologic modeling 
predicts a pattern of increased flooding magnitudes in western Washington 
and decreased or unchanged flooding magnitudes in eastern Washington 
that becomes more distinct for the later decades of the 21st century.  The 
shifts in flood risk in each basin tend to monotonically increase or decrease 
through time (not shown).  In other words, the increases or decreases in 
flooding magnitude of each basin generally become larger, with the same 
sign from the 2020s to the 2080s, with the greatest impacts (either positive 
or negative) occurring at the end of the 21st century. Emissions scenarios 
also play a strong role in the rate of change in flooding magnitudes, with 
the pattern of changes for A1B emissions in the 2040s being similar to that 
for the B1 emissions in the 2080s (not shown). 
Reductions in the magnitude of summer low flows are predicted to be 
widespread for Washington State’s rain dominant and transient runoff river 
basins in southwest Washington, the Olympic Peninsula, and Puget Sound 
(Figure 10).  Future estimates of the annual average low flow magnitude 
(7Q2, which is the 7 day average low flow magnitude with a 2 year return 
interval) are projected to decline by 0-50% by the 2080s under both the A1B 
and B1 emissions scenarios. The reduction in streamflow for more extreme 
(7Q10) low flow periods in rain dominant and transient runoff basins is 
also predicted to change by a similar amount, ranging from 5-40% (not 
shown). The magnitude of summer low flows are predicted to be relatively 
insensitive in most of the snowmelt dominated watersheds modeled in 
the interior Columbia Basin. However, the duration of the summer low 
flow period is projected to expand significantly in all watershed types (not 
shown, but see Elsner et al. 2009).

4. Assessment of Changes in Critical Temperatures and 
Streamflow for Washington’s Salmon

Assuming that the capacity for and the rate of adaptation (either through 
phenological, phenotypic, or evolutionary responses) in present day 
salmon populations are less than the intensity and rate of climate change 
in the 21st century, our assessment points to widespread declines in the 
quality and quantity of freshwater habitat for Washington’s salmon and 
steelhead populations. We summarize key climate change impacts on 
Washington’s freshwater habitat for salmon in Figure 11, and also show 
how those impacts are phased with key life stages for a generic ocean-type 
and stream-type salmon life history, along with generic summer-run and 
winter-run steelhead life histories. 
Significant increases in stream temperature alone point to significant 
increases in thermal stress for Washington’s salmon populations having 
a stream-type life history that puts them in freshwater during summer 
for either spawning migrations, spawning, rearing, or seaward smolt 
migrations. Temperature impacts on adult spawning migrations are 
projected to be most severe for stocks having summertime migrations. 
These include  summer-run steelhead, sockeye, and summer Chinook 
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Figure 11. Summary of key climate change impacts on Washington’s freshwater habitat for salmon and 
steelhead, how those impacts differ for streams with different hydrologic characteristics, and how the timing for 
different impacts compare with the life history for generalized salmon and steelhead life history types. Example 
life history stages are shown for adult river entry (broken arrows), spawning (solid lines), and egg incubation 
and rearing periods (dotted lines) for generalized stocks.  Tan shading highlights periods of increased flooding, 
brown shading indicates periods with reduced summer/fall low flows, and red shading indicates periods with 
increased thermal stress. 
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populations in the Columbia Basin, and sockeye and Chinook in the Lake 
Washington system. Increased stream temperatures pose risks to the quality 
and quantity of favorable rearing habitat for stream-type Chinook, coho 
and steelhead (summer and winter run) throughout Washington because 
these stocks spend at least one summer (and for Washington’s steelhead 
typically 2 summers) rearing in freshwater. Reductions in the volume of 
summer/fall low flows in transient and rainfall-dominated basins might 
also reduce the availability of spawning habitat for salmon populations 
that spawn early in the fall (e.g. Healey 1991). Predicted increases in the 
intensity and frequency of winter flooding in Washington’s transient runoff 
basins will negatively impact the egg-to-fry survival rates for pink, chum, 
sockeye, Chinook, and coho salmon, and the parr-to-smolt survival rates for 
coho, stream-type Chinook, and steelhead. And reductions in springtime 
snowmelt may negatively impact the success of smolt migrations from 
snowmelt dominant streams where seaward migration timing has evolved 
to match the timing of peak snowmelt flows.
Summer chum salmon stocks in Hood Canal are listed as threatened under 
the federal Endangered Species Act, and these populations have a unique 
life history that makes them especially vulnerable to the impacts of climate 
change. Adults return to spawn in small shallow streams in late summer, 
and eggs incubate in the fall and early winter before fry migrate to sea in 
late winter. The predicted climate change impacts for the low elevation 
Hood Canal and Puget Sound streams used by summer chum include 
multiple negative impacts stemming from warmer water temperatures and 
reduced streamflow in summer. 
The Lake Washington ship canal is among the most thermally impaired 
water bodies for salmon in western Washington. Extreme summertime 
water temperatures frequently inhibit the upstream migration of adult 
Chinook and sockeye, while elevated water temperatures in spring confer 
a competitive advantage to warm water predators, like smallmouth bass 
(Micropterus dolomieui), that can consume significant numbers of sockeye, 
coho, Chinook, and steelhead smolts on their seaward migrations through 
the ship canal (Tabor et al. 2004).
Because of the earlier timing of snowmelt and increased evaporation, 
most of Washington’s river basins are projected to experience reduced 
streamflow in summer and early fall that results in an extended period of 
summer low flows, while rainfall-dominant and transient runoff basins are 
also projected to have substantially lower base flows. In combination with 
increased summertime stream temperatures, reduced summertime flow is 
likely to limit rearing habitat for salmon with stream-type life histories 
(wherein juveniles rear in freshwater for one or more years) and increase 
mortality rates during spawning migrations for summer-run adults. 

5. Strategies for Mitigating the Impacts of Climate 
Change on Washington’s Salmon

Generally speaking, a wide array of management options for mitigating 
the projected impacts of climate change on freshwater habitat for salmon 
exists, but many of those options will require trade-offs with other land 
and water uses in salmon watersheds. Options for mitigating future 
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climate change impacts on salmon involve reducing the existing threats to 
their freshwater habitats caused by land and water use actions that impair 
natural hydrological processes. As shown in our analyses, the hydrologic 
processes that influence streamflow timing, volume, and stream temperature 
in Washington State streams are highly sensitive to projected changes in 
future climate. Many of the same hydrologic processes are also known to 
be highly sensitive to land and water use impacts. 
Potential management options for mitigating stream temperature increases 
in response to climate change include reducing out-of-stream withdrawals 
during periods of high temperature and low streamflow, restoring floodplain 
functions that recharge aquifers, identifying and protecting thermal refugia 
provided by ground-water and tributary inflows, undercut banks and deep 
stratified pools, and restoring vegetation in riparian zones that provide shade 
and complexity for stream habitat. Restoring, protecting, and enhancing 
instream flows in summer are also key management options for mitigating 
the effects of projected trends toward warmer, lower streamflows as a 
consequence of climate change.
Similarly, management strategies to reduce the risks posed to salmon habitat 
by extremely high flow events in fall and winter include the protection and 
restoration of off-channel habitat in floodplains where fish can find refuge 
from high energy flows. Additional options include limiting the expansion 
of effective impervious area (Booth and Jackson 1997), and retaining 
forest cover (reviewed by Moore and Wondzell 2005). 
In watersheds with large storage reservoirs there may be opportunities to 
change reservoir operations in ways that mitigate the impacts of climate 
change on flooding. Likewise, strategic use of cold-water releases may be 
able to mitigate climate change impacts on summer water temperature and 
seasonally low streamflow at key times. 
It is important to recognize that, in many basins, climate change will 
likely increase the demand for surface water in summer for such uses as 
irrigation for agriculture and municipal water supplies. This situation will 
require that strategic policy thinking that recognizes trade-offs will have to 
be made between ecosystem protection and other water resource uses, and 
that clear decision guidance should be developed now in order to avoid 
protracted and potentially costly conflicts. 
A particular challenge for watershed restoration efforts will be to match 
projects to both existing and future threats to salmon habitat. Battin et 
al’s. (2006) study of climate change, restoration options, and their impacts 
on Snohomish ocean-type Chinook noted that most practical restoration 
actions are aimed at lower elevation floodplains, but that the most severe 
negative impacts for this stock were found in higher elevation spawning 
and rearing areas where the hydrologic sensitivity to climate change was 
greatest. In contrast, Martin (2006) suggests that thermal refugia will 
increasingly be found at the headwater reaches of Northwest streams, while 
future human population increases and the impacts on land and water use 
will be concentrated in low-elevation floodplains. He advocates renewed 
efforts to protect floodplains as migration corridors and to reconnect 
watersheds to largely protected headwater areas by removing dams and 
other barriers to upstream fish passage. 
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6. Research Gaps and Recommendations for Future 
Research

This analysis was based on a subset of single stations for streamflow and 
stream temperatures, yet these stations may not be representative of the 
complex and varied habitat features found within most salmon watersheds 
that provide critical refugia from stressful or even lethal water temperatures 
and streamflows. The widespread distribution and large magnitude of 
predicted negative impacts described in this study highlight an urgent need 
for mapping existing and potential thermal and hydrologic refugia in order 
to prioritize habitat protection and restoration efforts. 
To date, there are few case studies aimed at understanding the impacts 
of climate change on restoration alternatives for specific watersheds and 
salmon stocks in Washington State. Yet, because salmon life histories are 
locally adapted and Washington’s freshwater salmon habitat is diverse, 
such efforts should be given high priority where long-term investments 
in salmon habitat protection and restoration are considered. Battin et 
al.’s (2006) study of climate change and habitat restoration options for 
Snohomish Chinook provides an informative framework for carrying out 
such studies.
Because salmon life histories integrate across a complex network of 
freshwater, estuarine, and marine habitats, and because people compete 
directly and indirectly for resources that are important for salmon, an 
understanding of salmon ecology begs for integrated studies that cross 
multiple disciplines. For example, impacts of both climate change and 
ocean acidification on the ocean ecology of salmon are among the least 
understood, but possibly most important, aspects of salmon ecology in 
the coming decades (Fabry et al. 2008). Perhaps even more important for 
adaptation planning in Washington State are efforts to integrate so-called 
human dimensions of climate change into impacts studies for salmon. As 
noted by Miles et al. (1999), future climate change is likely to sharpen 
tradeoffs over water resources because it favors reductions in streamflows 
during summer when human demands and ecosystem needs for water are 
often greatest. 
A better understanding for genetic and phenotypic adaptations in salmon 
is also needed to understand the capacity for adaptation, and whether 
adaptations might keep pace with future habitat changes (Crozier et 
al. 2008). Adaptive capacity may be among the most important issues 
facing Washington’s salmonids yet this capacity is not well documented 
or understood. Most analyses of climate change impacts on salmon 
have assumed that the environmental sensitivities expressed by current 
populations will remain static in the future, yet this may not be the case. 
For example, summertime migrating stocks in already warm watersheds 
like Lake Washington sockeye will be faced with increasingly strong 
selection pressures that favor a shift in spawning migration timing away 
from what are projected to be increasingly hostile water temperatures. But 
climate change might produce conflicting selection pressures at other life 
stages that, in combination, may not lead to a viable life history pattern 
(Crozier et al. 2008).
An additional layer of uncertainty comes with the choice of downscaling 
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methods used to create the surface air temperature and precipitation 
scenarios used in this work, and how well different downscaling approaches 
perform in estimating changes in the frequency and intensity of extreme 
events. For example, Salathé et al.’s (2009) regional climate modeling 
suggests that the statistically downscaled scenarios examined here likely 
underestimate the impacts of climate change on event-scale precipitation 
extremes and springtime surface warming in locations that lose their 
snow pack. These findings suggest that increased flooding frequency 
and magnitude in rainfall dominant and transient runoff watersheds may 
be more extreme than what we show in our analysis.  Such changes in 
the frequency and intensity of extreme hydroclimate events will have 
important consequences for disturbance regimes that are important for in-
stream habitat features and the reproductive success of salmon. Linking 
regional climate modeling to hydrologic modeling should be pursued to 
better evaluate the impacts of climate change on extreme events important 
for freshwater habitat for salmon.  

7. Conclusions

Simulated stream temperatures under future climate scenarios highlight 
increased thermal stress on Washington’s salmon populations in the 
warmest summer months. The distribution of stations, and the duration of 
time each year, where weekly water temperatures cause thermal migration 
barriers and increase the risk of fish kills  (> 21 °C or 70 °F) are projected 
to expand with warmer summer temperatures. Generally speaking, the 
greatest thermal stresses are projected for watersheds in the interior 
Columbia Basin, while the least are projected for watersheds in western 
Washington. Among the sites modeled in this study, the Lake Washington 
ship canal stands out as the most thermally stressed water body in western 
Washington. Future climatic warming will exacerbate existing problems 
for both seaward migrating smolts and summer-run adult salmon (sockeye 
and Chinook) that spawn in the Lake Washington basin. 
Our analysis of hydrologic model output identifies a mix of streamflow 
impacts on Washington’s salmon watersheds that depend largely on a 
basin’s present-day hydroclimate characteristics. Flood magnitudes and 
frequencies are predicted to increase most dramatically in winter months 
for Washington’s transient runoff watersheds. Rain-dominant watersheds 
are predicted to experience small changes in flooding, while the coldest 
snowmelt-dominated basins (where winter temperatures were historically 
< -5°C) are predicted to experience a reduction in flooding that has 
historically been observed during exceptionally heavy snowmelt periods 
in late-spring and early-summer. 
Our hydrologic simulations predict a complete loss of snowmelt dominant 
basins in WA by the 2080s along with a substantial reduction in the number 
and spatial distribution of transient snow basins. A reduction in the volume 
of summer low flows are predicted to be widespread for historically rain 
dominant and transient runoff river basins, which are mostly found in the 
Cascades, Olympics, and coastal and southwest Washington. The duration 
of the summer low flow period is projected to increase substantially for 
both transient and snowmelt dominant basins. For the interior Columbia 
River Basin, the combination of an extended period of summer and fall 
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low flows and warmer water temperatures is very likely to be problematic 
for the many stream-type salmon and summer-run steelhead populations 
that migrate, spawn, and/or rear in freshwater during these periods.  
In many cases, climate change promises to amplify many existing stresses 
on Washington’s salmon in impaired watersheds, and at the same time will 
likely increase public and private demands for surface water in summer 
for such uses as irrigation for agriculture and municipal water supplies. In 
order to avoid protracted and potentially costly conflicts, this situation will 
require that strategic policy thinking that recognizes trade-offs will have 
to be made between ecosystem protection and other water resource uses, 
and that clear decision guidance should be developed before such conflicts 
become too extreme. 
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Dataset1 Region2 Site/River Basin Latitude Longitude alpha beta gamma mu nsc

USACE UC Albeni Falls Forebay Pend Orielle River 48.16 -117.09 23.1 12.18 0.27 5.63 0.82

USACE UC Albeni Falls Tailrace Pend Orielle 48.16 -117.09 31.05 15.09 0.14 0 0.94

USACE UC Anatone, WA. Snake River 46.16 -116.97 25.05 14.76 0.19 4.44 0.81

DOE PS Bertrand Creek at Rathbone Road 48.91 -122.53 19.11 17.44 0.5 11.41 0.91

DOE PS Big Mission Creek at Highway 300 47.41 -122.91 16.52 9.84 0.18 0 0.8

DOE PS Big Soos Creek near Auburn 47.28 -122.16 15.44 15.31 0.73 10.57 0.94

USACE LC Bonneville Forebay, Columbia River 45.66 -121.97 22.77 11.39 0.24 2.83 0.88

DOE UC Brender Creek near Cashmere 47.53 -120.47 18.87 17.21 0.24 8.73 0.86

DOE LC Burnt Bridge Creek at mouth 45.66 -122.66 24.42 20.26 0.24 11.93 0.8

USACE LC Cascade Island (below Bonneville) 45.66 -121.97 23.18 12.53 0.28 3.15 0.9

DOE PS Cedar River at Logan Street, Renton 47.47 -122.22 18.88 18.49 0.4 11.83 0.84

DOE OP Chehalis River at Dryad 46.66 -123.22 21.2 17.28 0.58 12.21 0.7

DOE PS Cherry Creek at Highway 203 47.78 -121.97 16.88 17.68 4.41 13.41 0.92

USGS UC Chief Joseph Dam Columbia River 47.97 -119.66 22.75 11.44 0.14 2.92 0.81

USACE UC Chief Joseph Forebay Columbia River* 47.97 -119.66 19.17 8.45 0.22 0 0.84

DOE UC Chumstick Creek near mouth 47.59 -120.66 13.38 19.37 0.64 9.69 0.96

DOE UC Chumstick Creek near Leavenworth 47.47 -120.34 13.15 16.83 27.3 10.88 0.91

USACE UC Boundary (US/Canada) Columbia River 48.97 -117.66 21.96 12.03 0.15 2.28 0.83

USGS UC Colville River 48.59 -118.09 21.98 12.58 0.17 0.67 0.88

DOE UC Colville River at Chewelah 48.28 -117.72 28.51 16.91 0.14 3.37 0.81

DOE UC Cowiche Creek at Powerhouse Road 46.66 -120.59 18.56 17.97 0.58 12.62 0.91

DOE LC Cowlitz River at Kelso 46.16 -122.91 16.71 16.54 0.6 11.92 0.76

DOE UC Crab Creek near Beverly 46.84 -119.84 25.05 14.28 0.23 0 0.93

USACE LC Camas/Washougal, WA. Columbia River 45.66 -122.34 22.43 12.74 0.32 5.13 0.87

DOE UC Deadman Creek near mouth 46.59 -117.78 27.08 26.07 0.22 11.71 0.91

DOE UC Deadman Creek at Holcomb Road 47.84 -117.22 21.36 12.85 0.13 0 0.93

DOE PS Des Moines Creek near mouth 47.41 -122.28 17.22 10.11 0.28 0 0.74

DOE OP Dickey River near La Push 47.97 -124.53 18.28 13.81 1.39 13.81 0.95

DOE LC Lewis River near Dollar Corner 45.84 -122.59 23.31 18.41 0.37 10.78 0.73

DOE PS Fauntleroy Creek near mouth 47.53 -122.34 14.49 17.73 0.72 12.32 0.85

USACE UC Grand Coulee Forebay Columbia River* 47.97 -118.97 19.64 9.85 0.26 2.39 0.86

USGS UC Franklin D. Roosevelt Lake 47.97 -118.97 22.31 11.49 0.15 2.99 0.81

USACE UC Grand Coulee Tailrace, Columbia River* 48.03 -118.97 19.18 10 0.23 2.86 0.79

DOE PS Griffen Creek at Highway 203 47.59 -121.91 17.44 18.8 0.54 11.77 0.82

USACE UC Ice Harbor Tailrace Snake River 46.22 -118.84 24.15 14.55 0.16 2.62 0.82

USACE UC Ice Harbor Forebay Snake River 46.22 -118.84 24.12 14.4 0.16 2.63 0.84

USACE UC John Day Forebay Columbia River 45.72 -120.72 22.17 14.01 0.26 5.34 0.85

Appendix A: Washington State stream temperature stations used in this study.
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Dataset1 Region2 Site/River Basin Latitude Longitude alpha beta gamma mu nsc

USACE UC John Day Tailrace Columbia River 45.72 -120.72 22.03 13.99 0.26 5.72 0.83

DOE PS Jim Creek at Whites Road 48.16 -122.03 20.91 17.84 0.39 11.48 0.79

DOE PS Jimmeycomelately Creek at Highway 101 48.03 -123.03 16.32 11.1 0.36 0 0.74

DOE LC Kalama River near Kalama 46.03 -122.84 17.33 17.6 0.85 12.18 0.71

DOE UC Kettle River near Barstow 48.78 -118.16 33.34 16.02 0.09 0 0.77

DOE PS Kimball Creek at Highway 202 47.53 -121.84 21.38 18.08 0.28 10.51 0.85

USGS UC Klickitat River at Klickitat 45.72 -121.28 19.74 12.3 0.15 0.46 0.94

DOE PS Laughing Jacobs Creek near Mouth 47.59 -122.03 15.17 13.51 0.21 8.67 0.97

USACE UC Lower Granite Tailrace Snake River 46.66 -117.47 20.29 11.62 0.21 2.78 0.86

USACE UC Little Goose Forebay Snake River 46.59 -117.97 24.03 13.68 0.16 1.17 0.81

USACE UC Little Goose Tailrace, Snake River 46.59 -117.97 21.49 14.38 0.21 4.7 0.79

DOE PS Little_Mission_Cr._@_Hwy_300 47.41 -122.91 12.1 6.8 0.22 0 0.9

USACE UC Lower Monumental Forebay Snake River 46.59 -118.34 23.26 14.3 0.18 2.84 0.81

USACE UC Lower Monumental Tailrace Snake River* 46.59 -118.34 24.27 13.96 0.23 4.18 0.86

USGS LC Lower Columbia 46.28 -123.84 21.73 10.98 0.37 3.81 0.83

USGS LC Lower Columbia at Clatskanie 46.16 -123.03 22.81 12.51 0.23 3.01 0.81

USGS LC Lower Cowlitz 46.28 -122.91 19.36 13.94 0.22 3.36 0.85

USGS UC Lower Crab 47.03 -119.34 22.41 9.83 0.13 0.08 0.88

USGS UC Lower Snake 46.28 -119.22 31.25 19.94 0.11 3.38 0.91

USGS UC Lower Snake near Asotin 46.22 -118.91 24.06 14.3 0.17 2.05 0.84

USGS UC Lower Snake near Tucannon 46.34 -117.03 23.73 13.06 0.17 1.57 0.84

USGS UC Lower Spokane 46.53 -118.16 23.7 13.72 0.17 1.87 0.85

USGS UC Lower Yakima 47.91 -118.34 19.77 12.18 0.19 0.73 0.81

USACE UC Lower Granite Forebay Snake River 46.66 -117.41 24.48 13.59 0.16 2.57 0.81

DOE UC Manatash Creek at Manatash Road 46.97 -120.66 15.17 14.72 0.64 9.48 0.97

DOE PS Maple Creek at mouth 48.91 -122.09 10.77 16.55 0.9 9.48 0.79

USACE UC McNary Tailrace Columbia River 45.91 -119.28 22.67 13.62 0.17 2.93 0.82

USACE UC McNary Forebay OR. Columbia River* 45.91 -119.28 22.16 11.96 0.22 2.58 0.86

USACE UC McNary Forebay WA. Columbia River 45.91 -119.28 23.12 13.96 0.17 3.04 0.82

USGS UC Methow River 48.03 -119.91 18.15 9.32 0.18 0 0.88

USGS UC Mid-Columbia near Lake Wallula 45.91 -119.66 22.58 14.14 0.16 2.7 0.8

DOE PS Miller Creek near mouth 47.47 -122.34 18.33 8.91 0.18 0 0.82

DOE UC Mission Creek near Cashmere 47.53 -120.47 37.01 23.62 0.08 0 0.92

DOE UC Moxee Drain at Birchfield Road 46.53 -120.47 22.61 10.6 0.16 0 0.84

USGS UC Naches River 46.66 -120.53 14.19 12.92 0.16 0 0.74

DOE LC Naselle River near Naselle 46.34 -123.72 39.37 22.65 0.26 9.24 0.75

DOE PS Newaukum Creek near Enumclaw 47.28 -122.03 15.13 14.52 0.67 9.6 0.94

Appendix A: Continued.
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Dataset1 Region2 Site/River Basin Latitude Longitude alpha beta gamma mu nsc

DOE PS Stillaguamish River at Cicero 48.28 -122.03 19.77 16.57 0.55 11.57 0.74

DOE PS Stillaguamish River near Darrington 48.28 -121.72 16.59 16.5 0.49 10.9 0.73

DOE UC Noname Creek near Cashmere 47.53 -120.47 19.35 17.21 0.21 8.46 0.85

DOE PS Nooksack River at North Cedarville 48.84 -122.28 15.66 16.84 0.61 11.15 0.76

DOE PS Nooksack River above Middle Fork 48.84 -122.16 12.42 16.21 4.22 10.63 0.9

USGS UC Okanogan River 48.97 -119.41 31.08 11.98 0.11 0 0.95

DOE UC Okanogan River at Oroville 48.09 -119.72 25.05 10 0.2 0 0.85

USGS UC Palouse River 46.91 -117.09 27.71 13.33 0.16 0 0.83

USACE UC Pasco, WA. Columbia River* 46.22 -119.09 21.54 13.91 0.27 2.4 0.92

DOE UC Paradise Creek at the Border 46.72 -117.09 24.2 2.44 0.07 0 0.78

DOE PS Patterson_Ck_near_Fall_City 47.59 -121.91 17.46 18.57 0.51 11.81 0.8

USGS UC Pend Orielle River 48.91 -117.34 24.35 9.97 0.16 0 0.87

DOE UC Peone (Deadman) Creek 47.78 -117.41 14.77 16.23 0.48 10.47 0.86

DOE PS Pilchuck Creek at Bridge 626 48.22 -122.22 23.97 15.2 0.25 7.33 0.75

DOE UC Pine Creek at Rosalia 47.22 -117.34 22.41 14.16 0.24 6.99 0.94

USACE UC Priest Rapids Forebay Columbia River* 46.66 -119.84 20.62 13 0.23 3.21 0.9

DOE PS Puyallup River at Puyallup 47.22 -122.34 17.6 11.58 0.22 0 0.89

DOE PS Raging River at mouth 47.59 -121.91 19.74 18 0.68 11.99 0.86

USACE UC Rock Island Forebay, Columbia River 47.34 -120.09 18.61 13.72 0.25 3.93 0.7

DOE PS Samish River near Burlington 48.53 -122.34 16.42 16.89 0.54 10.95 0.74

USGS UC Sanpoil River 47.97 -118.66 24.01 13.24 0.17 0 0.97

DOE UC Palouse River (South Fork) at Albion 46.78 -117.28 43.86 21.69 0.07 0 0.72

DOE PS Snoqualmie River at Bendigo 47.47 -121.78 17.3 5.89 0.13 0 0.71

DOE PS Snoqualmie at Valley Trail (RM 19) 47.53 -121.78 17.79 7.3 0.13 0 0.78

DOE PS Snoqualmie River at 468th Ave 47.47 -121.78 24.1 10.79 0.08 0 0.86

DOE PS Stillaguamish River at Arlington 48.22 -122.09 26.42 17.75 0.34 9.44 0.83

DOE PS Thornton Creek (South Fork) 107th Ave 47.72 -122.28 18.23 8.38 0.18 0 0.8

USGS UC Similkameen River 48.91 -119.41 22.78 12.7 0.16 0 0.88

DOE UC Similkameen River at Oroville 48.91 -119.47 24.49 11.67 0.18 0 0.86

DOE PS Skagit River above Sedro Woolley 48.47 -122.22 17.08 16.47 0.72 12.84 0.89

USACE LC Skamania, WA. Columbia River 46.28 -123.47 21.87 11.72 0.4 5.09 0.85

DOE PS Snoqualmie River above Carnation 47.53 -121.78 20.09 13.49 0.49 0 0.97

DOE OP Soleduck River near Forks 48.03 -124.41 16.5 15.6 3.02 13.4 0.96

DOE PS Stimson Creek at Highway 300 47.41 -122.91 14.09 8.48 0.21 0 0.8

USACE UC The Dalles Forebay Columbia River 45.66 -121.16 23.09 12.86 0.2 0 0.84

USACE UC The Dalles Tailrace Columbia River 45.66 -121.16 22.37 14.69 0.25 5.22 0.83

DOE PS Tolt River near Carnation 47.66 -121.91 18.69 17.77 0.36 10.92 0.89

Appendix A: Continued.
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Dataset1 Region2 Site/River Basin Latitude Longitude alpha beta gamma mu nsc

DOE UC Tucannon River at Powers 46.53 -118.16 27.97 17.09 0.12 2.56 0.71

USACE PS University Bridge Lake Union, Seattle 47.66 -122.34 24.1 13.37 0.3 6.8 0.92

DOE PS Union River near Belfair 47.47 -122.84 13.76 9.65 0.24 0 0.71

USGS UC Upper Columbia River at Entiat* 47.66 -120.22 22.69 10.4 0.18 1.62 0.93

USGS UC Upper Columbia River at Priest Rapids* 46.66 -119.91 22.31 11.63 0.19 1.41 0.92

USGS LC Upper Cowlitz River 46.59 -121.66 17.12 12.9 0.16 3.1 0.77

USGS UC Upper Yakima River 47.34 -121.41 22.54 6.42 0.23 1.38 0.92

USGS UC Walla Walla River 46.03 -118.78 30.41 17.43 0.16 3.63 0.93

DOE UC Walla Walla River near Touchet 46.03 -118.91 27.12 19.32 0.25 9.25 0.83

USACE UC Wanapum Forebay Columbia River* 46.84 -119.97 20.9 10.79 0.21 2.97 0.87

USACE UC Wanapum Downstream Columbia River* 46.84 -119.97 20.31 11.93 0.18 3.54 0.78

USACE UC Wells Forebay Columbia River* 47.97 -119.84 19.85 10.34 0.24 2.24 0.76

USACE UC Wells Tailrace Columbia River 47.97 -119.84 18.36 13.5 0.3 3.97 0.74

USGS UC Wenatchee River 47.47 -120.34 5.15 4.64 0.39 0 0.87

DOE UC Wenatchee River at Wenatchee 47.47 -120.34 24.16 14.08 0.21 0 0.93

DOE UC Wenatchee River near Leavenworth 47.66 -120.72 20.72 14.51 0.29 7.85 0.76

DOE PS White River at R Street 47.16 -122.09 17.64 17.74 0.52 10.99 0.8

DOE UC Wide Hollow Creek at Main Street 46.53 -120.47 21.8 8.19 0.12 0 0.85

DOE OP Willapa River near Willapa 46.66 -123.66 16.89 15.73 1 12.44 0.76

DOE UC Wilson Creek at Highway 871 46.91 -120.53 18.47 12.84 0.28 10.23 0.86

USACE LC Warrendale, OR. Columbia River 45.66 -122.03 22.24 10.2 0.26 3.09 0.88

DOE UC Yakima River near Cle Elum 47.16 -121.03 17.69 8.97 0.34 0 0.81
1Dataset refers to origin of data: Washington Department of Ecology (DOE), US Army Corps of Engineers (USACE), US 
Geological Survey (USGS).
2Region refers to Upper Columbia River and tributaries upriver of the Dalles (UC), Lower Columbia and tributaries downriver of 
the Dalles, OR (LC), Puget Sound (PS), Olympic Peninsula (OP).
*Sites demonstrating hysteresis.

Appendix A: Continued.

Coop ID NCDC Station Name Matching study site
450844 Boundary Dam Boundary (US/Canada) Columbia River
451630 Colville Colville River at Chewelah
453883 Ice Harbor Dam Ice Harbor Forebay Snake River
454841 Lower Monumental Dam Lower Monumental Tailrace Snake River
455231 McNary Dam McNary Forebay WA. Columbia River
457696 Skamania Fish Hatchery Skamania, WA. Columbia River
457773 Snoqualmie Falls Snoqualmie River at Carnation
459082 Wenatchee Pangborn AP Wenatchee River at Wenatchee

National Climatic Data Center stations with air temperatures and matching study sites.

Appendix B: National Climatic Data Center meteorological stations with air temperatures and 
matching water temperature study sites. 
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River Basin/Site Latitude Longitude Basin Area (mi2)
Pend Orielle River at Albeni Falls 48.63 -117.13 24200
Nisqually River at Alder Dam 46.80 -122.31 286
Asotin Creek at Asotin 46.34 -117.06 323
Columbia River below Bonneville Dam 45.63 -121.96 240000
Pend Orielle River at US/Canada Boundary 49.00 -117.35 25200
Pend Orielle River near Ione 48.78 -117.42 24900
Bumping River 46.87 -121.29 71
Chehalis River near Grand Mound 46.78 -123.03 895
Chelan River at Chelan 47.83 -120.01 924
Chehalis River at Porter 46.93 -123.31 1294
Chewuch River at Winthrop 48.48 -120.19 525
Rufus Woods Lake at Bridgeport 47.99 -119.63 75400
Cle Elum River near Rosyln 47.24 -121.07 203
Columbia River at Clover Island 46.22 -119.11 104000
Colville River at Kettle Falls 48.59 -118.06 1007
Cowlitz River at Castlerock 46.27 -122.90 2238
Cowlitz River near Kosmos 46.47 -122.11 1040
Cowlitz River at Randall 46.53 -121.96 541
Cowlitz River at Packwood 46.61 -121.68 287
Crab Creek near Beverly 46.83 -119.83 4840
Crab Creek at Irby 47.36 -118.85 1042
Crab Creek near Moses Lake 47.19 -119.26 2228
Columbia River at Dalles 45.61 -121.17 237000
Skagit River at Diablo Dam 48.72 -121.13 1125
Dungeness River at Dungeness 48.14 -123.13 197
Elwha River near Port  Angeles 48.06 -123.58 269
Entiat River near Ardenvoir 47.82 -120.42 203
Entiat River near Entiat 47.66 -120.25 419
Columbia River at Grand Coulee 47.97 -118.98 74700
Gorge Reservoir near Newhalem 48.70 -121.21 1159
Green River near Auburn 47.31 -122.20 399
Hangman Creek at Spokane 47.65 -117.45 689
Hoh River near Forks 47.81 -124.25 253
Snake River below Ice Harbor 46.25 -118.88 108500
Yakima River at Kachess Reservior 47.26 -121.20 64
Kalama River near Kalama 46.05 -122.84 202
Yakima River at Martin 47.32 -121.34 55
Little Klickitat River near Wahkiacus 45.84 -121.06 280
Klickitat River near Pitt 45.76 -121.21 1297
Lewis River at Ariel 45.95 -122.56 731
Lewis River near Cougar 46.06 -121.98 227
Snake River at Little Goose 46.50 -118.00 103900
Snake River at Lower Granite 46.60 -117.40 103500

Appendix C: Locations with simulated streamflow used in this study.
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River Basin/Site Latitude Longitude Basin Area (mi2)
Little Spokane River near Dartford 47.78 -117.50 698
Spokane River at Long Lake 47.84 -117.84 6020
Cowlitz River below Mayfield Dam 46.50 -122.60 1400
Methow River near Mazama 48.57 -120.38 373
Methow River near Pateros 48.08 -119.98 1772
Methow River at Twisp 48.37 -120.12 1301
Methow River at Winthrop 48.47 -120.18 1007
Cowlitz River at Mossyrock 46.53 -122.42 1170
Naches Rivernear Cliffdell 46.90 -121.02 390
Naches River near Naches 46.75 -120.77 941
Stillaguamish River near Arlington 48.26 -122.05 262
Nooksack River at Ferndale 48.85 -122.59 786
Okanaogan River at Malott 48.28 -119.70 8080
Okanogan River near Tonasket 48.63 -119.46 7260
Palouse River at Hooper 46.76 -118.15 2500
Columbia River below Priest Rapids Dam 46.63 -119.86 96000
Queets River near Clearwater 47.54 -124.31 445
Quinault River at Quinault Lake 47.46 -123.89 264
Yakima River at Rimrock Reservoir 46.66 -121.12 187
Columbia River below Rock Island Dam 47.33 -120.08 89400
Rock Creek at Old Highway 8 Bridge 45.75 -120.44 213
West Fork Sanpoil River near Republic 48.46 -118.75 308
Sanpoil River near Republic 48.48 -118.73 263
Satsop River at Satsop 47.00 -123.66 299
Similkameen River near Nighthawk 48.98 -119.62 3550
Similkameen River at Oroville 48.93 -119.44 3550
Skagit River near Mount Vernon 48.45 -122.33 3093
Skokomish River near Potlatch 47.31 -123.17 227
Snohomish River near Monroe 47.83 -122.05 1537
Spokane River at Spokane 47.66 -117.45 4290
Stehekin River at Stehekin 48.33 -120.69 321
Lewis River 46.05 -122.20 480
Touchet River at Bolles 46.27 -118.22 361
Toutle River near Silver Lake 46.33 -122.83 496
Tucannon River near Starbuck 46.50 -118.07 431
Twisp River near Twisp 48.37 -120.15 245
Walla Walla River at State Line 46.03 -118.73 1657
Columbia River at Wanapum Dam 46.90 -119.90 90700
Columbia River below Wells Dam 47.95 -119.87 86100
Wenatchee River at Monitor 47.50 -120.42 1301
Wenatchee River at Peshastin 47.58 -120.62 1000
Wenatchee River near Plain 47.76 -120.67 591
White River at Buckley 47.17 -122.02 427

Appendix C: Continued.
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River Basin/Site Latitude Longitude Basin Area (mi2)
White Salmon River near Underwood 45.75 -121.53 386
Wilson Creek near Almira 47.66 -118.93 327
Yakima River at Cle Elum 47.19 -120.95 495
Yakima River near Grandview 46.34 -120.20 5400
Yakima River at Union Gap 46.53 -120.47 3479
Yakima River at Easton 47.24 -121.18 ~225
Yakima River at Kiona 46.25 -119.48 5615
Yakima River at Mabtom 46.23 -120.00 5359
Yakima River at Umtanum 46.86 -120.48 1594
Lewis River at Yale 45.96 -122.33 596
Yakima River near Parker 46.51 -120.45 3660

Appendix C: Continued.
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Forest Ecosystems, Disturbances, and Climatic Change  
in Washington State, USA
Jeremy S. Littell1, Elaine E. Oneil2, Donald McKenzie1,3, Jeffrey A. Hicke4, James A. Lutz5, Robert A. Norheim1,3,  
Marketa M. Elsner1

Abstract

Climatic change is likely to affect Pacific Northwest (PNW) forests in several important ways. In this paper, 
we address the role of climate in four forest ecosystem processes and project the effects of future climatic 
change on these processes. First, we analyze how climate affects Douglas-fir growth across the region to 

understand potential changes in future growth. In areas where Douglas-fir is not water-limited, future growth will 
continue to vary with interannual climate variability, but in places where Douglas-fir is water-limited, growth is 
likely to decline due to projected increase in summer potential evapotranspiration. Second, we use existing analyses 
of climatic controls on future potential tree species ranges to highlight areas where species turnover may be greatest. 
By the mid 21st century, some areas of the interior Columbia Basin and eastern Cascades are likely to have climates 
poorly suited to pine species that are susceptible to mountain pine beetle, and if these pines are climatically stressed, 
they may be more vulnerable to pine beetle attack. Climatic suitability for Douglas-fir is also likely to change, with 
substantial decreases in climatically suitable area in the Puget Trough and the Okanogan Highlands. Third, using 
regression approaches, we examine the relationships between climate and the area burned by fire in the PNW and 
in eight Washington ecosystems and project future area burned in response to changing climate. Area burned is 
significantly related to both temperature and precipitation in summer, but more physiologically relevant variables, 
such as water balance deficit, perform as well or better in models. Regional area burned is likely to double or even 
triple by the end of the 2040s, although Washington ecosystems have different sensitivities to climate and thus 
different responses to climatic change. Fourth, we evaluate the influence of climatic change on mountain pine 
beetle (MPB) outbreaks by quantifying both host-tree vulnerability and pine beetle adaptive seasonality. Host-tree 
vulnerability is closely related to vapor pressure deficit (VPD), and future projections support the hypothesis that 
summer VPD will increase over a significant portion of the range of host tree species. Due to the increased host 

1 JISAO Climate Impacts Group, University of Washington, Seattle, Washington
2 Rural Technology Initiative, College of Forest Resources, University of Washington, Seattle, Washington 
3 USDA Forest Service Pacific Northwest Research Station, Seattle, Washington
4 Department of Geography, University of Idaho, Moscow, Idaho
5 College of Forest Resources, University of Washington, Seattle, Washington
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vulnerability, MPB populations are expected to become more viable at 
higher elevations leading to increased incidence of MPB outbreaks The 
increased rates of disturbance by fire and mountain pine beetle are likely to 
be more significant agents of changes in forest structure and composition 
in the 21st century than species turnover or declines in productivity.  This 
suggests that understanding future disturbance regimes is critical for 
successful adaptation to climate change.

1. Introduction

Global climate change is expected to affect Earth’s ecosystems in many 
ways (IPCC Working Group II, 2007).  Terrestrial ecosystems may 
experience widespread mortality of vegetation from the direct effects of 
changes in temperature and precipitation (Breshears et al. 2005, Lutz and 
Halpern, 2006, van Mantgem and Stephenson, 2007; van Mantgem et al. 
2009) and from increased extent, intensity, and frequency of disturbance 
(McKenzie et al., 2004; Gedalof et al., 2005, Littell, 2006, Littell et al., in 
press).  New ecosystem types, comprising heretofore rare or non-existent 
combinations of species, may succeed those no longer adapted to new 
climates, in turn changing landscape structure and spatial pattern across a 
range of scales (Davis 1986).  Anticipating these changes is challenging, but 
necessary to support long-term planning, natural resources management, 
and maintenance of the myriad services that ecosystems provide.
In the Pacific Northwest (PNW) region of U.S. North America (here 
defined as Washington, Oregon, Idaho, and western Montana), forests, 
both on public and private lands, are a key natural resource.  In Washington 
State alone, forests cover 8,926,490 ha (Figure 1), 52% of the total area 
of the state.  Approximately 56% (~ 5 million ha) of this forested land is 
publicly owned, administered by federal (U.S. Departments of Agriculture 
and Interior) and state (WA Department of Natural Resources) agencies. 
The remainder is managed by tribal, private, and corporate landowners. 
Legal mandates and owner objectives for these lands vary, but all may be 
affected by a changing climate.
Conifer species dominate forest ecosystems within Washington State, with 
hardwood species abundant only in riparian areas that experience frequent 
flooding or other heavily disturbed areas such as avalanche chutes or 
recently logged sites.  Forest composition varies with both elevation and 
position on a west-east (maritime-continental) gradient across the state.  
At a finer scale, orographic effects on species composition are apparent 
on the leeward versus windward sides of both the Olympic Mountains and 
the Cascade Range, where complex topography produces steep gradients 
in the biophysical environment across relatively short distances (Williams 
and Lillybridge, 1983; Franklin and Dyrness, 1988; Henderson et al., 
1989, 1992; Williams et al. 1990; Lillybridge et al. 1995).  
Research from many ecosystems around the world at many scales has 
documented climatic controls on vegetation (Davis and Botkin 1985, 
Overpeck et al. 1990, Guisan and Zimmerman 2000).  Climatic limiting 
factors operate mechanistically through the interface between organisms 
and their environment.  Plant performance is compromised when one or 
more resources (e.g., light, thermal energy, water, nutrients) are limiting.  At 
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Figure 1. Forested areas 
of Washington State, 
and Bailey’s ecosections 
used for sub-regional 
fire modeling.

broad scales, forests of western North America can be partitioned into two 
climatically mediated classes of limitation: energy-limited versus water-
limited domains (Milne et al., 2002, McKenzie et al., 2003, Running et 
al., 2004, Littell and Peterson, 2005, Littell et al., 2008). Energy-limiting 
factors are chiefly light (e.g., productive forests where competition reduces 
light to most individuals or climates where cloud cover limits light) and 
temperature (e.g., high-latitude or high-elevation forests).  Tree growth in 
energy-limited ecosystems appears to be responding positively to warming 
temperatures over the past 100 years (McKenzie et al., 2001).
In contrast, productivity in water-limited systems is expected to decline 
with warming temperatures, as increasing water balance deficit (the 
condition in which potential summer atmospheric and plant demands 
exceed available soil moisture) constrains photosynthesis across more 
of the West (Figure 2). There is evidence to support the hypothesis that 
CO2 fertilization significantly increases water-use efficiency in plants 
(Boisvenue and Running, 2007) enough to partially offset future water 
demands (e.g., in model studies, Neilson et al., 2005, Lenihan et al., 2008), 
but conclusive results have not been forthcoming, and the overall expected 
change is decreasing water availability for plants in summer (Figure 2). 
Littell et al., (2008) found that most montane Douglas-fir (Pseudotsuga 
menziesii) forests across the northwestern United States appear to be 
currently water-limited; under all but the wettest climate projections water 
limitations will increase in both area and magnitude because increased 
potential evapotranspiration will exceed precipitation supply by more than 
it does currently.
Cool season surplus (runoff; precipitation and snow melt less plant use and 
soil water recharge) and summer water deficit can increase simultaneously 
in a warmer climate (Figure 2). In the base case (1980 - 1999 climate), 
precipitation is low during summer months, and winter temperatures are 

CHAPTER 7: Forests 257



below freezing. Water supply (rain plus snowmelt) is less than evaporative 
demand (PET) from June through September. In the 2080 A1B composite 
scenario, summer precipitation is almost zero, and winter temperatures are 
no longer below freezing.  Water supply is less than evaporative demand 
from May through October, resulting in a longer seasonal deficit. This is 
generally consistent with the findings of Elsner et al. (2009, this report), 
in which projected changes in winter temperature and precipitation result 
in decreased snowpack, summer temperatures increase, and summer soil 
moisture declines over much of the PNW.
Limiting factors can of course shift within a species range (Peterson and 
Peterson, 2001), or between seasons, as water demands abate and energy 
needs increase (Stephenson, 1990, 1998; Lutz, 2008). For example, in 
high-elevation or high-latitude arid forests (e.g., eastern slopes of the 
Sierra Nevada, Rocky Mountain Front Range, interior boreal spruce), 
short growing seasons limit energy inputs, but drought stress still occurs 
in summer. Similarly, climatic variability can alter the temperature and or 
precipitation such that limiting factors are exacerbated or mitigated for 
years or decades at a time; limiting factors can therefore also be transient, 
particularly for populations at the transition between energy and water 
limitation.

Figure 2. Physical (top) and 
biophysical (bottom) aspects 
of present and modeled future 
climate for a study plot in the 
Umatilla National Forest, SE 
Washington, slope 34 degrees, 
southwest aspect. 
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The effects of climatic change may be particularly strong in mountains, 
because warmer temperatures affect the depth and duration of snowpacks 
(Cayan, 1996; Mote et al., 2005; Knowles et al., 2006), which are key 
limiting factors for tree growth at high elevation (Peterson and Peterson, 
2001; Nakawatase and Peterson, 2006; Case and Peterson, 2007). 
Population changes at upper treeline (e.g., Lloyd and Graumlich, 1997) and 
lower treeline (e.g., Allen and Breshears, 1998) are also linked to climatic 
variability, with the edge between forested ecosystems and other vegetation 
types (e.g., grassland, shrubland, or alpine meadows) clearly changing with 
decadal and centennial climate variability. Climatic influences are difficult 
to assess in mountainous areas, however, because complex topography 
produces steep gradients in the biophysical environment, and climate-
monitoring stations are sparsely distributed, particularly at the highest 
elevations. (Thornton et al., 2000; Daly et al., 2008). 
Two important disturbances in forests of the Pacific Northwest are 
wildfire and outbreaks of the mountain pine beetle (MPB -- Dendroctonus 
ponderosae).  Wildfire has been linked to climatic variability via studies 
of Holocene charcoal sediments, fire-scar and stand-age reconstructions of 
fire history, and statistical models using 20th-century instrumental records 
(McKenzie et al., 2004 and references therein).  Of particular concern 
are increases in fire area in a warming climate and the effects of extreme 
wildfire events on ecosystems (Gillett et al., 2004; Gedalof et al.,2005; 
Lutz, 2008; Littell et al., in press).   For example, in 2006, the Tripod 
Complex Fire in north-central Washington burned over 80,000 ha, much 
of it higher severity than expected from historical fires.
Mountain pine beetle infestations have historically occurred frequently 
and extensively throughout the Pacific Northwest  (Wellner, 1978; Logan 
and Powell, 2001).  Climate change, in particular warming and drought, 
affects bark beetle life stage development rates, winter mortality, and host 
tree susceptibility (Logan and Powell, 2001; Carroll et al., 2004; Oneil, 
2006).  Across the West, stand structural conditions make host species 
susceptible to beetle attack (Hicke and Jenkins, 2008), future climate 
change is predicted to reduce the area of climate suitability for the MPB at 
low elevations, and increase climate suitability at higher elevations (Hicke 
et al., 2006).
Although the nature, timing, and impacts are only beginning to be understood, 
synergistic interactions between disturbances are producing larger effects 
than would occur from either disturbance independently (McKenzie et al., 
2008). For example, MPB outbreaks have been linked to the increased 
likelihood of stand-replacing fire and changes in fire behavior, with the 
nature of the effect depending on the time since infestation (Lynch et al., 
2006; Jenkins et al., 2008). Combined with increasing climatic stress on 
tree populations and growth, such disturbance interactions can alter forest 
structure and function more rapidly than could be predicted from models 
of species redistribution or disturbance alone. Simultaneous climatically 
driven shifts in the locations of species’ optima, ecosystem productivity, 
disturbance regimes, and the interactions between them could reset forest 
succession over large areas and short time frames compared to changes 
observed during the 20th century. Yet there is still substantial uncertainty 
surrounding future climate and ecosystem responses, much less interactions 
between them, particularly at regional and sub-regional scales.
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Planning for the impacts of climate change on forests requires better 
understanding of the role of climate in forest ecosystem processes. In this 
paper, we examine four key processes in forest ecosystems that we expect 
to change significantly across Washington State in a warming climate:

Douglas-fir productivity and water limitation.  Douglas-fir is one of •	
the most widespread tree species in Washington, the most important 
by far economically, and possibly one of the more climate-sensitive 
species regionally. How will future changes in climate alter Douglas-
fir productivity in different parts of its range? Can we further identify 
the geographic domain of future water limitation in Washington 
forests?  
Conifer species ranges. Management priorities for forest ecosystems •	
in Washington depend on species composition. How will climate 
change affect species distributions, particularly in sensitive areas 
where species are near the edges of their climatic tolerances?
Fire area burned. The area burned by fire is predicted to increase •	
across western North America as a result of climate change, but what 
are the expectations for Washington State and their consequences?
Mountain pine beetle outbreaks.  In the last decade, MPB outbreaks •	
have increased in the West and appear to be correlated with warmer 
temperatures and drought.  What are the specific consequences 
within Washington State?

To answer these questions, we use historical climate data, statistical 
ecological models, and climate (regional and global) and hydrologic 
simulation models to quantify the magnitude and direction of climatic 
influences on each forest ecosystem process.  We then examine the relative 
importance of each of these processes for the structure, composition, 
and extent of Washington State forests under different scenarios for 
climatic change (Mote and Salathé 2009, this report).  We address both 
the magnitudes of effects and the temporal scales at which they operate 
because when the magnitude and direction of two different changes are 
equal, those that occur over shorter periods will appear more sudden and be 
more difficult to anticipate.  We use both composite climate model output 
and scenarios based on individual climate models, statistically downscaled 
to 1/16th degree resolution (Salathé et al. 2007; Mote and Salathé 2009, 
this report, Elsner et al. 2009, this report), for future projections. 
These four processes are by no means the only ones that will be affected 
by climate change; there is much that is left untreated by our emphasis on 
these four areas, and in most cases much more that could be said about the 
four we chose to emphasize. This assessment should be regarded as a first 
step, not an all-encompassing review.

2. Methods
2.1. Productivity: Douglas-Fir Growth and Changes in the Area of 
Water-Limited Forest

We explored the role of climate in the productivity of WA forests in two 
ways. First, we assessed potential changes in Douglas-fir growth for the 
period 1916-2003 (the period of time for which both tree cores and climate 
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data exist) using growth increment measurements from 117 unmanaged 
stands in the Pacific Northwest (Littell et al., 2008). The sampled stands 
come from a wide range of local environments and represent a gradient of 
climatic conditions from maritime (e.g., western Olympics and western 
Cascades) to continental (e.g., eastern Cascades, north Idaho Panhandle, 
western Northern Rockies). We extended the work of Littell et al. (2008) 
by analyzing controls on absolute growth rather than focusing just on 
variability in growth. We developed stand-level basal area increment 
(BAI, a measure of annual radial growth) time series from 5-15 (mean 
= 10) canopy-dominant or co-dominant trees in each stand. Raw tree-
ring series were measured to 0.02mm (Littell et al. 2008) and converted 
to BAI following Nakawatase and Peterson (2006). We used Pearson 
correlations to assess the relationship between annual mean basal area 
increment and regional time series of summer climate variables (1916-
2003 driving data and output variables from the VIC hydrologic model - 
see Elsner et al. 2009, this report) previously linked to Douglas-fir growth: 
maximum temperature (Tmax), potential evapotranspiration (PET), actual 
evapotranspiration (AET), and water balance deficit (PET-AET).
Second, we evaluated the forested area in Washington that is currently 
energy-limited or marginally water-limited but likely to become severely 
water-limited during the mid 21st century. We defined severely water-
limited forests as those forests where summer (JJA) PET exceeds annual 
precipitation; this is a conservative estimate of water limitation, but 
current areas of WA that meet this criterion are frequently ponderosa-pine 
woodland in transitional, low elevation forest habitat.  This distinction 
of severe water limitation was made in order to emphasize the areas 
most likely to be impacted by changes in water deficit, but physiological 
limitations can occur before such limits are reached and the impacts are 
likely to be species dependent. We defined energy-limited forests as those 
where annual precipitation exceeds summer evapotranspiration. We used 
hydrologic simulations of current (1916-2006) and future (2020s, 2040s, 
and 2080s) annual PPT (precipitation) and summer PET (Elsner et al., 
2009, this report) to map future conditions of water limitation.

2.2. Climate and Changes in Species Biogeography

We assessed the potential for climate to alter important PNW tree 
species distributions by using spatially explicit projections from recently 
published analyses of climate and species responses for western North 
America (Rehfeldt et al., 2006). Specifically, we were most concerned 
with the potential for climatic stress on regeneration or mortality in 
Douglas-fir forests and the potential for stress in three species susceptible 
to the mountain pine beetle (lodgepole pine, Pinus contorta; ponderosa 
pine, Pinus ponderosa; and whitebark pine, Pinus albicaulis) in the PNW. 
Other species range changes are also important, but a full assessment is 
beyond the scope of this project. We focused on Douglas-fir because it is 
widespread and economically important and on the pine species because 
of their potential for interaction with the mountain pine beetle, particularly 
in forests east of the Cascades. For each species, we used Rehfeldt et al. 
(2006) grid maps of potential future habitat based on climate and combined 
these to develop summary maps of areas where climate is likely to exceed 
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Rehfeldt et al.’s (2006) estimates of the tolerances of Douglas-fir. We used 
a similar approach to assess areas of change in pine species richness for 
the end of the 2040s-2060s (Rehfeldt’s analyses are for the 2030s and 
2060s). After Rehfeldt et al. (2006), we assumed that areas with ≥ 75% 
agreement among statistical climate/species models represented climatic 
conditions where the species was likely to occur. We assumed that areas 
with < 75% but ≥ 50% agreement were potential areas of future occurrence 
but where climatic variability might put the species at some risk, and we 
assumed that areas with <50% agreement were unlikely to have sustained 
climatic conditions appropriate for species persistence and regeneration 
after disturbance.

2.3. Climate and Area Burned by Fire

We developed statistical models that relate area burned to climate at two 
different spatial and temporal scales. Prior to the 1980s, fire data from 
federally protected lands were aggregated from 1916 at the state level 
and therefore prohibit analysis for sub-regional vegetation types or at fine 
spatial scales. After 1980, analysis is possible at finer scales and agency 
reporting was consistently carried out at the agency unit (e.g., a USFS 
National Forest district, USDOI National Park, USDOI Bureau of Indian 
Affairs reservation, or USBLM district). There is therefore a tradeoff 
between the ability to incorporate more climatic variability inherent in the 
longer state-based dataset and the ability to assess climate-fire relationships 
by vegetation type in the shorter agency-unit-based dataset. We chose to 
develop regional models for the period 1916-2006 to assess the role of 
climatic variability on fire area burned in the PNW, and to develop finer 
models for 1980-2006 at the level of Bailey’s ecosections (Bailey, 1995) 
for the Pacific Northwest  ecosystems in Washington: Coast Ranges / 
Olympic Mountains, Puget Trough / Willamette Valley, Western Cascades, 
Eastern Cascades, Okanogan Highlands, Palouse Prairie, Blue Mountains, 
and Columbia Basin.
For the regional analysis (1916-2006), climate variables were domain-
averaged observed climate data (Tmax, Tmin, PPT, Mote and Salathé, 
2009, this report). We used correlation analyses to identify potentially 
significant climatic drivers of area burned in the PNW, and these variables 
were iteratively entered as predictors in stepwise multiple linear regression 
models using AIC to arrive at the best model (Akaike Information Criterion 
– Akaike, 1974). AIC provides a metric, based on information theory, to 
optimize the tradeoff between model goodness-of-fit and parsimony (fewer 
parameters). The final regression maximized the variance explained by the 
model while retaining only multiple regression predictors significant at α 
= 0.1 (usually 0.05). For ecosection analyses, the above procedure was 
repeated with ecosection-averaged climate variables (1980-2006, Tmax, 
Tmin, PPT, PET, AET, and PET-AET, or deficit, Elsner et al. 2009, this 
report) and for ecosection area-burned time series. 
For both scales of inquiry, we then used future climate projections from the 
2020s, 2040s, and 2080s in the regression equations to develop projected 
area burned for the region and for each ecosection in WA. For the regional 
climate modeling, we used the ECHAM5 and CGCM-t47 A1B projections 
(Mote and Salathé 2009, this report) and for sub-regional ecosection 
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models, we used ecosection-average composite downscaled projections 
and hydrologic model output (Variable Infiltration Capacity, see Elsner 
et al. 2009, this report). Both methods superimpose the observed climate 
variability on future changes in mean values, so the extrapolated fire 
area burned assumes that the range of future interannual variability in 
climate is comparable to the 20th century. For  the future regional area 
burned projections, we also calculated 95% exceedence probabilities (the 
probability that a given year would exceed the 95% quantile in the 1916-
2006 record) for the 2020s, 2040s, and 2060s.

2.4. Climate and the Mountain Pine Beetle
2.4.1. Host Vulnerability 

We used data on 20th century mountain pine beetle (MPB) outbreaks, 
climate conditions, and site and stand inventories to develop generalized 
linear models of the likelihood of successful attack by MPB for lodgepole 
pine forests of eastern Washington (Oneil 2006).  We then projected these 
models onto future climate space to estimate the magnitude of future MPB 
impacts on Washington State forests. 
To identify key variables associated with mountain pine beetle attack, we 
built upon the empirical predictive models of Oneil (2006), which found 
that vapor pressure deficit (VPD) variables, including average summer 
VPD, maximum VPD and length of time VPD exceeded certain thresholds 
were the best predictors of MPB attack for the epidemic starting in 2000.  
Summer VPD, the difference between the amount of water vapor held in 
the atmosphere at saturation vapor pressure and the amount of water vapor 
that could be held at average daylight temperature, was the best predictor 
of the number of MPB attacks during the warm dry summers of 2000 
to 2003.  These models took advantage of two extensive databases for 
eastern Washington, the Current Vegetation Survey (http://www.fs.fed.us/
r6/survey/) and the Department of Natural Resources’ Forest Health Aerial 
Survey (www.fs.fed.us/r6/nr/fid/as/index.shtml).
We explored generalized linear models of two types, the Poisson and 
negative-binomial families (Venables and Ripley, 2002), to estimate 
counts of the total number of attacks over the period of record (after Oneil, 
2006).  We tested a variety of predictors and interaction terms and retained 
the models with the minimum AIC (Akaike, 1974).
Projections of future climate for the host-vulnerability analysis were 
derived using methods described in the Scenarios chapter (Mote and 
Salathé 2009, this report) for composite future projections, because we 
needed daily data to compute some of the predictor variables used in 
Oneil (2006).  The composite delta values (change in temperature, Tdelta 
and change in precipitation, Pdelta) for each time period and emission 
scenario were added to a historic time series (1980-2003) of daily weather 
data generated using the DAYMET model (www.daymet.org) -- the same 
data used to build the models in Oneil (2006).  These results generated 
plot-specific estimates of climate conditions for the six scenarios: 2020s, 
2040s, and 2080s for A1B and B1 emissions scenarios.  We increased 
the historical Tmax and Tmin values equally by Tdelta, and averaged the 
resulting future Tmax and Tmin to obtain a daily average temperature.  
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From these, we calculated daily dewpoint temperature (Tdew), daily VPD, 
and daily Potential Evapotranspiration (PETday). For PETday, we used 
the methods of Lutz (2008), which correct for slope, aspect, and elevation. 
We also calculated the number of days VPD exceeds two different 
thresholds for each plot (hence the need for daily data). We used methods 
from Kimball et al. (1997) to adjust VPD estimates for arid and semi-arid 
regions where minimum daily temperature may not be sufficiently low to 
reach the dewpoint temperature.   
We projected both models onto the future scenario composite data sets 
(Mote and Salathé 2009, this report), across our entire model domain 
(lodgepole and ponderosa pine forests of eastern Washington).  Predicted 
values from the models, using the future data, were examined carefully to 
see if they suggested that we were extrapolating too far outside the ranges 
of the predictor variables used to build the models.  

2.4.2. Adaptive Seasonality: Temperature Effects on the Lifecycle of 
the Mountain Pine Beetle

We evaluated the effects of changes in year-round (all seasons, hourly 
data) temperatures on the climatic suitability for mountain pine beetle 
outbreaks.  The mountain pine beetle’s life cycle is primarily controlled 
by temperature (Logan and Bentz, 1999; Powell and Logan, 2005).  We 
employed a process model (developed from laboratory measurements of 
life-stage development rates as functions of temperature) that simulates 
the timing of all eight life stages of the mountain pine beetle (Bentz et al., 
1991; Logan and Amman, 1986, Logan et al., 1995; Logan and Powell, 
2001). The model computes a developmental index in each life stage by 
combining the annual course of hourly temperatures with the life-stage 
development rate.  This index simulates life-stage development from egg 
through adult using input temperatures, and estimates time spent in each 
life stage.  
“Adaptive seasonality” refers to beetle life cycle timing that is conducive 
to rapid reproduction, synchronized mass attacks on trees, and high 
survival rates in winter. This condition is predicted by the model when 
temperatures influence life-stage development rates such that:  1) the 
simulated population completes a life cycle in one year (instead of two); 2) 
the population is synchronized for mass attacks on host trees as indicated 
by a life cycle exactly one year long; and 3) adult emergence from brood 
trees occurs at a suitable time of year (late summer) to permit the most cold-
resistant life stages to occur during winter.  The model was successfully 
evaluated in a region in central Idaho that experienced a rapid increase in 
mountain pine beetle populations in the late 1990s (Logan and Powell, 
2004).  Long-term changes at coarse spatial resolution were evaluated 
with this model across the West by Hicke et al. (2006).
In this study, we used historical (1970-1999) temperatures to predict recent 
adaptive seasonality.  We also estimated future (2070-2099) temperature 
suitability for two future climate scenarios (ECHAM5 and HADCM, A1B 
SRES scenario). Hourly temperatures were estimated from daily minimum 
and maximum temperatures by simulating a sawtooth pattern of hourly 
temperatures (Hicke et al., 2006).   
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3. Results
3.1. Productivity: Douglas-Fir Growth and Changes in the Area of 
Water-Limited Forest

Douglas-fir growth in the PNW was highly variable in space and time during 
the 20th century (Littell et al., 2008), and this variability was generally 
correlated with variables indicating water limitation (e.g., positively 
correlated with summer precipitation and actual evapotranspiration but 
negatively correlated with summer maximum temperature and potential 
evapotranspiration). The strength of the correlation between water deficit 
and tree growth depends on the location of the stand along a gradient 
of mean summer water deficit – the most water-limited stands had the 
greatest sensitivity. The mean BAI time series has a small but significant 
increasing trend of about 13 mm2/yr/tree (Figure 3), and we could not 
attribute this growth trend to any single climatic factor, although there are 
weak but significant positive correlations with minimum temperature. The 
interannual variability about the trend in BAI (Figure 3) is not sufficiently 
explained by climatic variables to warrant statistical modeling of projected 
future productivity, but it is best correlated (r=0.42) with year prior July-
August water balance deficit averaged over the sampled watersheds. The 
area of WA forest that is severely water-limited will increase by 32% in the 
2020s, and an additional 12% in both the 2040s and the 2080s (all values 
relative to 20th century water-limited forests, Figure 4).

Figure 3. Douglas-fir network BAI time series 1914-2002. Gray traces represent plot-level time series, the black 
line is the mean of all series. Positive standardized BAI is higher than normal growth, negative standardized 
BAI is lower than normal growth. Trend and variability are both present. 
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Figure 4. Increase in area of 
severely water-limited forests in 
WA. The Okanogan highlands 
and the foothills of the north-
eastern Cascades contain most 
of the area that climate pro
jections indicated will transition 
from energy- to water-limited 
forest by the 2080s. 

Figure 5. Change in area for 
which climate is suitable for 
Douglas-fir in the 2060s.  Orange 
indicates area where fewer than 
50% of the statistical models 
suggest climate appropriate 
for Douglas-fir presence in the 
2060s. Dark green indicates 
areas where more than 75% 
of statistical models agree 
that climate is approrpriate for 
Douglas-fir. Data from Rehfeldt 
et al. (2006).
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3.2. Climate and Changes in Species Biogeography

By the end of the 2060s, independent species range modeling based on 
IPCC scenarios  (a medium emissions scenario for both HadCM3 and 
CGCM2, Rehfeldt et al. 2006) suggests that climate will be sufficiently 
different from the late 20th century to constrain Douglas-fir distribution 
(Figure 5). This is probably due to increases in temperature and decreases 
in growing season water availability in more arid environments (e.g., in the 
Columbia Basin) but could be due to other variables in less arid parts of the 
species’ range. About 32% of the area currently classified as appropriate 
climate for Douglas-fir would be outside the identified climatic envelope 
by the 2060s, and about 55% would be in the 50%-75% range of marginal 
climatic agreement among models. Only about 13% of the current area 
would be climatically suitable for Douglas-fir in >75% of the statistical 
species models. The decline in climatically suitable habitat for Douglas-fir 
is most wide-spread at lower elevations and particuarly in the Okanogan 
Highlands and the south Puget Sound / southern Olympics.

Climate is likely to be a significant stressor in pine forests in the Columbia 
Basin and eastern Cascades as early as the 2040s, particularly in parts of 
the Colville National Forest, Colville Reservation, and central Cascades 
(Figure 6).  Of the area that is climatically suitable for at least one pine 
species, only 15% will experience climate consistent with no net loss of 
species; 85% will be outside the climatically suitable range for one or more 
current pine species (74% loss of one species, 11% loss of two species, 
<1% loss of three species). 

Figure 6. Change in number of 
pine species for which climate is 
suitable in the 2060s. Declines 
indicate places where climate 
is no longer suitable for species, 
while increases indicate places 
where climate is currently un
suitable and will become 
so. Areas in the Columbia 
Basin with gains projected by 
statistical models frequently 
already have patchy cover of 
ponderosa pine, whereas areas 
with gains at higher elevations 
in the Okanogan highlands likely 
represent upward migration of 
suitable climate for one or more 
pine species. Data from Rehfeldt 
et al. (2006).
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3.3. Climate and Area Burned by Fire

Regional fire models suggest that summer precipitation and temperature 
play a large role in the area burned by fire. About half the variance in 
annual regional area burned can be explained either by July and August 
temperature and precipitation or July and August water-balance deficit; 
the best model includes June-August total precipitation (negative relation
ship with fire), July-August average temperature (positive), and January 
precipitation (negative – total November to March precipitation performs 
similarly). Future fire projected from the best statistical model suggests a 
doubling or tripling of area burned by the 2080s (Figure 7).  The median 
regional area burned, averaged over both GCMs, is projected to increase 
from about 0.5 million acres (0.2 M ha) to 0.8 million acres (0.3 M ha) in 
the 2020s, 1.1 million acres (0.5 M ha) in the 2040s, and 2.0 million acres 
(0.8 M ha) in the 2080s. The probability of exceeding the 95% quantile 
area burned for the period 1916-2006 increases from 0.05 to 0.48 by the 
2080s (Table 1).
Sub-regionally, the strongest models occur in drier forest types and 
shrubland ecosystems (>55% variance explained by climate), whereas 

Figure 7. Changes in the distribution 
of annual area burned for the 2020s, 
2040s, and 2080s for two “medium” 
scenario GCMs (Echam5 and CGCM_
t47). The white dashed line inside each 
box indicates the median area burned. 
To compute actual area burned, use a 
value on the logarithmic Y-axis as a 
power of ten (e.g., 10^Y).

Table 1. Modern and projected future exceedence probabilities for PNW regional area burned. 95% Exceedence (yr) refers to the 
count of years in a future record equivalent to the study record that would exceed the historical 1916-2006 95% quantile area burned; 
Exceedence (p) refers to the probability of a year exceeding the 1916-2006 95% quantile in the future.

Modern* 2020s 2040s 2080s
Exceedence ECHAM5 CGCM3 ECHAM5 CGCM3 ECHAM5 CGCM3
95% (yr) 5 1 8 10 20 43 44
95% (p) 0.05 0.01 0.09 0.11 0.22 0.47 0.48
Number of yr  > 1M ac 23 23 44 47 61 74 79
Number of yr > 3M ac 2 0 2 5 8 30 34
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Figure 8. Projections of future area burned in WA ecosections for which statistical fire 
models could be constructed. All model projections were based on delta-method composite 
future climate (Mote and Salathé 2009, this report). The text numbers below each set of box-
and-whiskers plots indicate the average of A1B and B1 future area burned estimates for the 
ecosections in acres.
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west of the Cascades, the relationship between fire and climate is weaker 
and statistical models are difficult, if not impossible, to construct due to 
the low annual area burned. Models including potential evapotranspiration 
or deficit frequently performed better than those that relied on temperature, 
precipitation, and their interactions. Projections of future fire in the wetter 
ecosections generally have greater uncertainty, and other methods with a 
more mechanistic treatment of fire, weather, and climate will be required 
to fully understand the future role of fire in these ecosystems. 
We were successful in developing statistical models of area burned for 6 
of the 8 ecosections in Washington for the period 1980-2006; the Coast 
Ranges/Olympic Mountains and Puget Trough / Willamette valley sections 
had low annual area burned and low varaibility and did not yield strong 
regression models. The other six ecosections yielded regression models 
that explained between 50 and 65% of the variability in area burned. 
The most important explanatory variable in five of the eight models was 
either potential evapotranspiration or water balance deficit (PET-AET), 
and two models had July-August Tmax terms. Lagged precipitation terms 
and lagged inverse deficit terms (wetter) were important in the Columbia 
Basin, Palouse Prairie,  and Okanogan Highlands. Future projections from 
these six models project mean area burned increases of between 0 and 
600% depending on the ecosystem in question, the sensitivity of the fire 
model, emissions scenario and the time frame of the projection (Figure 8). 
By the 2040s, the area burned in non-forested ecosystems (Columbia Basin 
and Palouse Prairie) increased on average by a factor of 2.2. In forested 
ecosystems (Western and Eastern Cascades, Okanogan Highlands, Blue 
Mountains) the mean area burned increased by a factor of 3.8 compared 
to 1980-2006. Notably, the increase in area burned is accompanied by an 
increase in variability in some of the more arid systems – Palouse Prairie 
and Columbia Basin. The largest proportional increases are in the Western 
Cascades and Blue Mountains, although the Western Cascades model was 
the weakest statistically acceptable model, and the area burned is still small 
despite the large proportional increase. The Blue Mountains model was 
extremely sensitive, and projected area burned increased at a rate faster 
than any other ecosection.

Table 2. Expected water deficit and precipitation changes for six future scenarios and historical DAYMET-based calculations 

    Scenario climate % Change from 1980-1999 # Plots with 
deficit 

> 250mmScenario Year Mean water 
deficit (mm)

Annual 
PPT (mm)

Summer  
PPT (mm)

Mean water 
deficit

Annual 
PPT

Summer 
PPT

A1B 2020 142 1242 34 294% 132% 29% 116
  2040 177 1935 17 367% 206% 15% 228
  2080 209 2831 12 432% 302% 11% 442

B1 2020 93 1604 88 193% 171% 75% 27
  2040 114 1756 70 236% 187% 60% 18
  2080 158 2199 29 326% 235% 25% 116

Historical 2000-03 96 767 60 199% 82% 51% 33
Historical 1980-99 48 937 118 100% 100% 100% 2
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3.4. Climate and the Mountain Pine Beetle: Host Vulnerability and 
Adaptive Seasonality

Our analysis of host vulnerability identified a substantial change in the 
average water deficit across all sites within the current range of lodgepole 
pine (Table 2). Even though all future scenario projections indicate an 
increase in annual precipitation over the pre-2000 period average (Mote 
and Salathe 2009, this report), the summer water deficit increases two 
to three times because of reduced summer precipitation and increased 
temperature. This is consistent with hydrologic assessments suggesting 
reduced snowpack, reduced summer soil moisture, and increased PET 
(Elsner et al. 2009, this report). In Washington State, lodgepole pine is 
rarely found on sites with climatic water deficit > 250 mm (two of 1630 
plots).  In both the B1 and A1B climate scenarios, the climatic water deficit 
of plots currently occupied by lodgepole pine increasingly extends beyond 
the envelope where lodgepole pine currently exists.  These projections of 
deficit suggest that areas with climatic conditions favorable for lodgepole 
pine will decrease considerably; 27% plots will be subject to more water 
stress than those under the most stress today.

These projections of deficit suggest that areas with climatic conditions 
favorable for lodgepole pine will become increasingly rare because trees 
will be subject to significantly more water stress with a correspondingly 
greater VPD.  The best statistical model of MPB attack -- a negative-
binomial family GLM -- found VPD-based variables and their interactions 
to be the most significant predictors of the number of attacks over the 
historical period of record, 2000-2003 (Table 3).  Interpretation of the 
models is not straightforward, however, with five predictors and their 
interactions.  
Plots of fitted values against MaxVPD and AvgVPD (not shown) suggest 
that the greatest likelihood of attack comes when mean conditions are hot 
and dry, but not exceptionally so, and there is a fairly short period of extreme 
VPD during which trees are extremely vulnerable because they are not 
physiologically adapted to maintain water balance under such conditions 

Predictor p-value
1) MaxVPD (when exceeds 2 kPa) 0.167
2) Pre-growing season PPT 0.393
3) AvgVPD (Jun, Jul, Aug) 0.031
4) DaysVPD exceeds 1.5 kPa < 0.001

5) First DayVPD (exceeds 1.5 kPa) < 0.001
6) Interaction of #1 and #3 0.024
7) Interaction of #4 and #5 < 0.001

Table 3. Summary statistics for the predictive model of MPB 
attacks. Two predictors were not significant at α= 0.05, but 
were part of highly significant interactions.
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(Running and Waring 1998), which is integral not only to survival but also 
to their capacity to repel beetle attacks (Delucia et al., 2000).
Projecting the model into the future clearly suggests that attacks will be 
concentrated at increasingly higher elevations (Figure 9) because the 
climate conducive to outbreaks effectively shifts to higher elevations.  In 
conjunction with expected elevational shifts of host species (lodgepole 
pine and ponderosa pine), and predictions from the adaptive seasonality 
model (see below), we expect mountain pine beetle outbreaks to be a 
continuing concern.
Based on the adaptive seasonality modeling, however, the area suitable 
for these outbreaks will decrease (Figure 10).  Temperatures are currently 
suitable for MPB outbreaks in large areas of the Olympic Mountains, 
northern Rocky Mountains, in a band of mid-elevation on the west and 
east sides of the Cascade Mountains, and to a lesser degree in the Blue 
Mountains of southeastern Washington.  However, simulations using 
climate change scenarios for 2070-2099 predict that the region of climate 
suitability will move higher in elevation as the climate warms (Figure 10), 
thereby reducing the total susceptible area.  At lower elevations, increasing 
temperatures will cause asynchrony in adult emergence through more rapid 
life stage development as well as cause emergence at inappropriate times 

Figure 9. Changes in the number 
of predicted mountain pine beetle 
attacks (fitted values), with elevation, 
time, and emissions scenario.  
Models were fit for a 6-year period, 
so the maximum observed value 
of the response variable was 6.  
Note that predicted values are not 
integers because they are fit from a 
negative-binomial GLM.
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of year, reducing populations and decreasing the efficacy of mass attacks 
(Logan and Bentz, 1999).  Higher elevations will warm enough to allow 
synchronous population emergence during a one-year time frame.  For 
the ECHAM5 climate model (moderate warming), temperature suitability 
will occur at high elevations in the Olympic and Cascade Mountains.  The 
area of adaptive seasonality is greatly reduced in the Rocky Mountains 
and is eliminated in the Blue Mountains.  For the HADCM3 climate model 
(greater warming), only a few areas of adaptive seasonality remain, in 
the highest elevations of the Olympic Mountains and highest and most 
northern Cascade Mountains.  These areas of future adaptive seasonality 
coincide with the current distribution of whitebark pine, but are mostly 
above the current elevational range of other susceptible species.
It is important to recognize, however, that these figures are snapshots 
in time.  In fact, outbreaks of mountain pine beetle could occur across 
the areas “traversed” by the beetle between now and the late 21st century 
as their climatic suitability moves upward in elevation. The low area of 
adaptive seasonality presented using the HadCM3 projection for the 2080s 
therefore belies the much larger area suitable for outbreaks in the interim. 
Furthermore, the average climate used does not capture interannual 
variability in future temperatures that may initiate outbreaks of mountain 
pine beetle earlier in time than suggested by these results.

Figure 10. Adaptive seasonality of 
mountain pine beetle in Washington 
forests for historical (1970-1999), 
ECHAM5, and HadCM3 future 
scenarios for the 2080s (SRES scenario 
A1B). Yellow cells are suitable space 
for the beetle. Histograms show the 
change in elevation distribution 
across scenarios for suitable cells 
with n = total cells with suitable 
climate for the MPB.
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4. Discussion
4.1. Importance of Disturbance as Principal Player in Forest Change 

The direct impacts of climate on tree species (e.g., productivity, distribution) 
are important, but given the projected increases in fire area and MPB attacks 
at higher elevations, ecosystem changes caused by disturbance are likely to 
be greater, notwithstanding that disturbance has a more immediate impact 
on the ecological integrity of forest ecosystems and associated ecosystem 
services. It is likely in the future that the rate of forest change (forest type, 
species composition, productivity) in response to climate change will be 
driven more by disturbance than by gradual changes in tree populations 
(driven by impacts on life history characteristics and phenology) and will 
therefore be more rapid than climate-based analyses of future species 
range shifts indicate. 
The combined projected increases in water limitation, area burned, 
increase in high elevation area of adaptive seasonality, and increase in host 
vulnerability suggest that few areas are immune to increasing disturbance. 
For example, although we were unable to build strong predictive 
models of future west-side fire, increasing summer Tmax and potential 
evapotranspiration suggest that large disturbances are likely in west-
side forests that have not traditionally been thought of as “fire prone”. 
Elsner et al. (2009, this report) found that west of the Cascade crest, 
summer soil moisture is likely to decline substantially due particularly to 
increasing temperature. Some global climate models project decreases in 
summer precipitation for the region, whereas others project little change 
– few suggest increased precipitation. This suggests that future climatic 
conditions will decrease fuel moisture, and it is therfore reasonable 
to expect increased fire activity. Evidence from stand age classes also 
indicates that fires much larger than those in the modern record occurred 
centuries in the past (Agee and Flewelling 1983, Henderson and Peter 
1981).  The impacts of increasing disturbance, whether east-side or west-
side, are worthy of further study. 
Some areas may also face novel disturbance interactions.  For example, 
20th century land management (younger stands and possible loss of genetic 
diversity) may exacerbate the effects of fire and insect disturbance. The 
increasing tendency toward water limitation on the edges of the Columbia 
Basin and the projections for modified climatic ranges for ponderosa pine, 
Douglas-fir, and lodgepole pine strongly suggest that post-disturbance 
regeneration will proceed along different successional trajectories and 
different genotypes or species will be favored.
The increase in area burned is a strong result, but statistical models of 
area burned have some important limitations. Area burned should not be 
expected to increase indefinitely – statistically or ecologically. At some 
point, forests have been disturbed and climate has changed to the point 
where the disturbance regime does not resemble the modeled relationships 
any longer. On the other hand, some ecosection models (e.g., Okanogan 
Highlands, Eastern Cascades) show evidence of hydroclimatic facilitation 
of fire, probably via increased fine fuels (Littell et al. in press), and future area 
burned could decrease if precipitation increases were insufficient to offset 
expected potential evapotranspiration or if summer precipitation decreased. 
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The climate models we used are a hedge against such uncertainties – they 
are the models best able to reproduce the region’s observed climate and 
the average of many possible future realizations. However, the variablity 
in future fire regimes has been necessarily underestimated here by using 
the composite mean and not an ensemble composed of all the available 
future climate models
Most evidence suggests that mountain pine beetle attacks in the future 
are likely to be more successful and beetle populations will be moving to 
higher elevations. An important uncertainty here is the timing of species 
range changes and the timing of beetle populations range changes – for 
beetle attacks to achieve epidemic status, a sufficient population of well 
established mature trees must be present to sustain the insects. If the 
impacts of fire and species turnover proceed quickly, spatial heterogeneity 
of age classes on the landscape may reduce beetle impacts significantly. 
The strength of the relationships between climate and fire and climate and 
mountain pine beetles supports a hypothesis of climate-driven disturbance 
as the primary mechanism of change in the future forests of Washington. 
We were not able to assess the interaction between fire and mountain pine 
beetles quantitatively, but it is likely, for example, that MPB outbreaks 
will affect fuel structure and availability to fire (Lynch et al. 2006).  A 
process model that considers this interaction and any potential synergies 
for impacts to forest ecosystems would be useful to project future 
conditions.  Such a model should consider the relative importance of the 
two disturbances in future synergistic interactions, which depends on the 
presence of suitable host species and the fire regimes expected in those 
forest types. For example, high elevation whitebark pine ecosystems may 
have severe MPB mortality in the future without greatly influencing the 
area burned by fire because fuel availiability would not necessarily change 
dramatically in such low-density forests. On the other hand, nearly pure 
lodgepole pine forests, which are already strongly fire dependent, will 
potentially have altered fuel characteristics conducive to relatively rapid 
rates of fire spread, thus increasing the potential size of fires. We also did 
not study disturbance effects on forest management goals, such as wildlife 
habitat, timber products, or other ecosystem services, but because the area 
susceptible to disturbance impacts will be large, and strategies to mitigate 
the potential resource risks will need to carefully consider potential novel 
effects of altered disturbance regimes.

4.2. Broad Characteristics of Future Forests in Washington

Increasing water limitation appears likely across a significant portion of 
the northern Columbia Basin and eastern Cascades, if other factors (e.g., 
CO2 driven increases in water use efficiency) do not offset the climatically 
driven changes. Our definition of water limitation is conservative, and 
emphasizes the most severe limitation; much of the forested area we defined 
as energy limited in Washington is water limited for some portion of the 
year, but that limitation is not as severe as the areas highlighted in Figure 
4. For those areas where annual precipitation is less than annual potential 
evapotranspiration (a less conservative definition of water limitation) there 
may still be important limitations on productivity and regeneration.
A caveat to the projections of future species-appropriate climate envelopes 
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is that they fail to consider ecological factors that can exacerbate or mitigate 
the projected changes. For example, such models assume the climatic 
ranges they describe are equally applicable across all parts of a species’ 
lifecycle, but the models are constructed on the presence or absence of 
established trees of many ages – not on seedlings, which are likely most 
susceptible to climate variability. We also do not consider the impacts of 
local soil limitations, nutrient limitations, changes in nitrogen deposition, 
all of which could affect productivity and species distribution locally in 
the future.
Many of Washington’s future forests may look much like the forests that 
are currently present, but the most vulnerable forests may look radically 
different due to increased frequency and severity of disturbances. 
Eventually, species and stand densities that are resistant to increased 
summer water deficit and increased disturbance will be favored, and 
landscape structure and pattern will change. Particularly in places where 
vegetation types shift from forest to woodland or from tundra to forest, fire 
regimes will be influenced by the shift in vegetation; dynamic vegetation 
models that address the feedbacks between vegetation, climate, fire, and 
biogeochemistry are required to understand such processes. In the near 
term, however, such uncertainties are less important than the considerable 
impacts on Washington’s current forest ecosystems. 
All of the impacts assessed in this study are likely to occur by the 2040s 
at the northern edge of the Columbia Basin in the Okanogan highlands 
and in the northeastern North Cascades. The impacts of climate on fire 
regimes, insect attacks, tree water stress and both Douglas-fir and pine 
species’ ranges will likely interact strongly in the north eastern Cascades, 
Okanogan Highlands, and Blue Mountains earlier rather than later in the 
21st century. Although less area burned is projected in the western Cascades 
and the Olympics and there is less area dominated by pines susceptible to 
MPB, it would be a mistake to conclude that impacts and their interactions 
will not be important in those ecosystems. For example, Douglas-fir will 
be outside of its optimal climate range over considerable areas, and there 
are almost certainly thresholds of water deficit past which large areas of 
west side forests would be at risk for large fires. Such fires do not occur in 
the 20th century historical record, so statistical fire models are incapable of 
projecting them. However, even though we are unable to model large west-
side fires, hotter and drier summers unequivocally increase the chance that 
such fires will occur.

4.3. Adaptation Options 

Adaptation options depend greatly on the scale in question (Table 4, Millar 
et al., 2007; Joyce et al., 2008). Regional adaptation is necessarily an 
exercise in forest policy and planning as much as it is engaging in land-
management actions; it must be sufficiently flexible to facilitate adaptation 
locally but also capable of organizing regional responses. Local adaptation 
must be tailored to local conditions to succeed (all adaptation is necessarily 
local), but decisions that determine local action may be made at the state 
or federal level, requiring a regional or national viewpoint. Furthermore, 
given climate change and globalization, adaptation proceeds in a context 
defined as much by regional and global pressures as by local conditions 
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– no successful strategy can be crafted without awareness of these outside 
pressures. 
Regional adaptation consists of strategies likely to promote conditions that 
increase the likelihood of a specific objective. Thinking about adaptation for 
forests is in many ways in its infancy, but examples might include stronger 
emphases on: reducing anthropogenic stresses on forest ecosystems, 
promoting resilience to likely impacts, landscape and biological diversity, 
planning for projected future conditions, and assessing the decision 
context in terms of barriers and opportunities that limit or facilitate local 
adaptation (Millar et al., 2007; Joyce et al., 2008). 
Local adaptation consists of application of tools (existing or new) to affect 
conditions. First one must identify management objectives, assess capacity 
to alter conditions for the objectives, and then develop appropriate tools. 
For example, targeted thinning in drier forests in which fire suppression 
has led to fuel accumulations capable of sustaining a high severity fire 
(novel in those ecosystems) may increase the resilience of that forest to a 
fire. In wetter forests where 20th century harvest practices have decreased 
age class diversity and altered patch structure, targeted thinning and cutting 
could simultaneously create appropriate fuel breaks and increase canopy 
and age-class diversity. In water-limited forests, it is possible that tailoring 
stand density to the expected water conditions of the future will increase 
resilience to insect attack and climate change in general by increasing stand 
water supply to counteract the projected increased atmospheric demand. 
Clearly, some general guidelines exist.
The management implications of climate impacts to forests and the 
resulting need for planning for and adapting to those impacts in the 
state of Washington are manifold. Obvious implications are that “forest 
types”, “communities”, disturbance return intervals, and historic ranges of 
variability are all concepts that attempt to define the state of a forest, but that 
state is inherently dynamic and thus defies easy categorization – climate 
change will only increase the necessity of recognizing such dynamism 
in ecosystems. Reference conditions and historic ranges of variability 
are also concepts that will need to be re-evaluated as management tools 
because the trajectories of forest ecosystems will be away from conditions 
we are familiar with and future disturbance regimes will likely exceed 

Table 4. Examples of adaptation options (after Millar et al. 2007)

Adaptation strategy Regional actions (policy) Local actions (management)

Resist change

Minimize impacts of disturbance, 
suppress fire in systems where fire is 
rare, but maintain Wildland Fire Use 
(WFU)

Suppress wildfire in wildland-
urban interface; 

Promote resilience to 
change

Thin stands from below (to increase fire 
resilience); create uneven-aged structures 
or reduce density (to increase insect 
resilience)

Use large disturbances as 
opportunities to establish 
new genotypes, and forest 
heterogeneity and diversity 

Allow forest ecosystems 
to respond to change

Plant new species expected to respond 
favorably to warmer climate

Use new genotypes, or even 
species, in forestry plantations
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the range of historic variability. All this does not mean that there is no 
utility in planning – quite the opposite. It means planning for expected 
conditions and what they mean for resource management – it may well 
mean changing the mandates and goals of land management agencies 
to reflect new conditions and priorities. It may also mean planning for 
unexpected conditions, and experimenting with novel ideas (or reviving 
old ideas) particularly when there is too much uncertainty in projections. 
It quite likely also means using available tools now (silviculture, cross-
agency collaboration) while considering the barriers to using other tools 
(e.g., prescribed fire). In order to accomplish this, however, a concerted 
effort to increase communication between scientists, managers, and policy 
makers is required – the rates of change expected and the nature of the 
impacts will require broad collaboration.

5. Research Needs
5.1. Finer-Scale Climatic Projections in Mountain and Forest 
Ecosystems

Climate in the complex terrain associated with forest ecosystems is poorly 
understood. Much more needs to be known about how to downscale regional 
climate to local conditions and whether such downscaling will decrease 
the uncertainty forest managers face. In particular, will there be substantial 
differences in the way climate will change in different geographic areas 
(e.g., for maritime vs. continental) or different elevational zones. Current 
data resources and future scenarios are generally inadequate to assess 
impacts at scales useful for managers.

5.2. Understand the Geographic Distribution of Genetic Variability 
and Climatic Tolerances for Tree Species

Planning for future resilience and responses to disturbance require well 
developed knowledge of genotypic variability and sub-species climatic 
tolerances so that seed stock well adapted to likely future conditions 
can be selected. The geographic variability of sub-species genotypes 
and how those genotypes perform in different climatic conditions is 
poorly documented for most species. Some climatic changes could have 
substantial differences in their impacts on different species within the 
same stand due to differences in physiology, life history, morphology, etc., 
and the implications of these need to be better understood in the context of 
energy and water limitation.

5.3. Understand the Role of Climate in Tree Establishment 
Generally, but Particularly Post-Fire and at Lower Treeline, to 
Prioritize Post-Disturbance Treatments and Planting Efforts

The success of tree establishment after disturbance likely varies with 
climate, but the degree to which climate limits establishment is not well 
known. Most of the bioclimatic approaches to future vegetation response 
to climate change do not account for this potential sensitivity in early life-
history stages and instead focus on climate relationships for established 
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trees. Because establishment is more sensitive than persistence of 
established trees, it is likely that important tree species will fail to establish 
after disturbance when the climate has shifted sufficiently. 

5.4. Move from Fire Area Burned to Landscape Fire Effects and  
Fire Severity

The area burned by fire is not the best metric of ecological impact – the 
role of future fire in forested landscapes depends as much or more on fire 
effects and fire severity as on the area burned. Physically based models 
at finer spatial scales are needed to address impacts of changing fire 
regimes on vegetation and watershed hydrology. Fire also has important 
implications for short-term hydrologic response after disturbance, which 
may include important feedbacks to biological effects in forest and aquatic 
systems.

5.5. Understand How Other Insects (e.g., Spruce and Fir Beetles) 
and Pathogens Respond to Climatic Change.

The mountain pine beetle is not the only insect species that may have 
greater impacts in a warming climate, and the role of climate in other 
insects’ life cycles and host vulnerabilities must be better understood if we 
are to anticipate future impacts.

5.6. More Research on the Impacts and Benefits of Silvicultural 
Treatments on Fire Behavior and Stand Vigor is Needed

Forest managers need tools for climate change adaptation, and a tool that is 
available now is silviculture. Appropriate silvicultural prescriptions require 
knowledge of expected local impacts and stand and tree physiological 
thresholds that may not have historical analogues. The potential impacts 
identified in this paper point to two silvicultural research needs. First 
we must better understand the physiological response of mature trees 
to changing climate conditions to determine if silvicultural treatments 
could stem those impacts. Second we need to understand how different 
silvicultural treatments can be used in anticipation of different projected 
climatic changes.  The impacts and benefits of silvicultural treatments 
on forest ecosystems processes such as fire severity are generally poorly 
quantified.

6. Conclusions

Spatial patterns of productivity will change -- state-wide productivity •	
may initially increase due to warmer temepratures but will then 
decrease due to increased drought stress. Douglas-fir productivity 
appears to vary with climate across the region and will potentially 
increase in energy-limited forests in the near term. Climatic 
variability will continue to mediate productivity.
Species composition will be affected by climate, and the •	
consequences for lower elevation forests and for species susceptible 
to mountain pine beetle are potentially substantial. Climate will be 
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inconsistent with the establishment of Douglas-fir, ponderosa pine, 
and lodgepole pine in many areas by the middle of the 21st century. 
Forest species composition will likely change chiefly in the wake 
of large disturbances and may be affected by climatic limitation of 
regenerating trees.
Regional fire area burned may increase two- or three-fold. Fire •	
regimes in different ecosystems in the PNW have different 
sensitivities to climate. Year-to-year variation will continue and 
potentially increase, and will also be a challenge for planning. 

Due to climatic stress on host trees, mountain pine beetle outbreaks may 
increase in frequency and levels of tree mortality. Mountain pine beetles will 
reach higher elevations due to a shift in favorable temperature conditions 
in these areas as the region warms. Conversely, this species may become 
less of a threat at middle and lower elevations as the region warms, due to 
less favorable temperature conditions. Other insect species may emerge in 
areas that are no longer suitable for the mountain pine beetle.
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Impacts of Climate Change on the Coasts of Washington State 
Daniel D. Huppert1, Amber Moore1, Karen Dyson1

Abstract

Climate change on the Washington coast will trigger significant physical and chemical stressors: (a) inundation 
of low-lying areas by high tides as sea level rises; (b) flooding of coasts during major storm events, especially 
near river mouths; (c) accelerated erosion of coastal bluffs; (d) shifting of beach profiles, moving the position 

of the Mean High Water line landward; (e) saltwater intrusion into coastal freshwater aquifers; and (f) increased 
ocean temperature and acidity. Similar forces will be working everywhere, but shore areas will respond differently 
depending upon substrate (sand versus bedrock), slope (shallow versus steep cliffs), and the surrounding conditions 
(exposed versus sheltered from storms). We expect substantial impacts on coastal systems from bluff erosion, shifting 
beach berms, shoreline armoring, and inundation of coastal lands. Further, increased ocean temperatures and acidity 
will negatively impact shellfish aquaculture. As beaches adjust to sea level rise, coastal property lines and intertidal 
aquaculture leases will need to be carefully defined through modified property laws. We anticipate relatively minor 
impacts on coastal freshwater aquifers. Additional research is needed to develop a more comprehensive assessment 
of climate impacts on all coastal features in the state.

1 School of Marine Affairs College of Ocean and Fishery Sciences, University of Washington, Seattle, Washington
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1. Introduction

Washington State has more than 5000 km (3085 miles) of coastline (Table 
1) with very diverse characteristics. The coastline can be divided into 
five regions: (1) the Pacific coast south of Point Grenville, (2) the Pacific 
coast north of Point Grenville, (3) the coast along the north shore of the 
Olympic peninsula and east through the Strait of Juan de Fuca, (4) the 
Puget Sound region, including Hood Canal, and (5) the San Juan Islands 
and the US portion of the Strait of Georgia (Figure 1). Sandy beaches 
with shallow slopes and high-energy waves are characteristic of the ocean 
shore in southwestern Washington, while Willapa Bay and Grays Harbor 
are shallow, protected bays with extensive mudflats. The coast north of 
Point Grenville and along north Olympic Peninsula coast has a mixture of 
steep rocky shores, estuaries, and sandy beaches and spits subject to high 
wind and waves. According to Johannessen and MacLennan, “the most 
prevalent shore type in Puget Sound is the bluff-backed beach – coastal 
bluffs fronted by narrow mixed sand and gravel beaches” (2007, p. v). 
Much of the San Juan Islands coast is hard, stable bedrock. 

Long-term climate change is expected to result in sea 
level rise (SLR), and increased ocean temperature and 
acidity (Intergovernmental Panel on Climate Change 
2007). Further, on the Pacific coast of Washington there 
is evidence that shifting storm tracks and increased 
wave heights have begun eroding beaches south of 
Point Grenville (Graham and Diaz 2001, and Allan 
and Komar 2006). While the same basic climate forces 
will be changing everywhere, each region, and related 
human activities, will respond to climate change in 
specific ways depending upon substrate (sand versus 
bedrock), slope (shallow versus steep cliffs), and 
the surrounding conditions (exposed shores versus 
sheltered bays and sounds). 

The physical and chemical effects of climate change will manifest 
themselves in five primary ways:
Inundation. As the sea level rises (Mote, et al. 2008), the lowest lying 
shores will be regularly flooded by high tides. Coastal inundation is a 
gradual process on decadal time scales due to expanding volume of ocean 
water (called eustatic SLR), melting of glaciers, and local factors such as 
land subsidence and tectonic uplift (Snover et al., 2007).
Flooding. During major storm events, SLR will compound the effects of 
storm surges, which can contribute to more extensive coastal flooding. 
Also, changes in the seasonal pattern of rainfall or increased peak run-
off from snow melting could lead to more serious coastal flood events, 
especially near rivers. 
Erosion and Landslides. Although erosion on beaches and bluffs is a 
natural, on-going process, major episodes of erosion often occur during 
storm events, particularly when storms coincide with high tides. SLR will 
exacerbate the conditions that contribute to episodic erosion events, and 
this will accelerate bluff and beach erosion. Increased storm strength or 
frequency will exacerbate this. Climate change is also likely to increase 

Table 1. Shoreline length for each segment of the Washington coast 
(adapted from Bailey et al., 1998 and ArcGIS measurements)

Coastal Segment Shoreline Length

Puget Sound (including Hood Canal) 2411.6 km (1477.1 mi)

San Juan Islands and Georgia Strait 1302.9 km (807.8 mi)

North Olympic Peninsula Coast 325.4 km (202.4 mi)

Cape Flattery to the Point Grenville 267.1 km (166.0 mi)

Point Grenville to the Columbia R. --
“Southwest Coast”

695.3 km (432.0 mi)

Total 5002.3 km (3085.3 mi)
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winter precipitation in the Pacific Northwest, which can contribute to 
landslides on bluffs saturated by rainfall or run-off.
Saltwater Intrusion. As the sea level rises, coastal freshwater aquifers will 
be subject to increased intrusion by salt water.
Increased Ocean Surface Temperature and Acidity. As the atmosphere 
warms, the ocean temperatures will increase. Additionally, absorption of 
carbon dioxide by the oceans leads to increasing acidity (lower pH).
Because Washington’s coasts are heavily utilized for ports, home sites, 
public recreation, and shellfish aquaculture, these physical and chemical 
effects of climate change will pose significant challenges. To highlight 
expected climate change impacts, this chapter will focus on select locations 
in Puget Sound, Willapa Bay on the southwest Washington coast, and 
the San Juan Islands. Some general predictions are made about climate 
impacts in these study areas, and adaptation options and research gaps are 
discussed. 

Figure 1. Washington coastal region
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2. Background

The scientific literature relevant to dynamics of change in Washington 
coastal areas describes (a) the nature and process of coastal erosion on 
beaches and bluffs (Shipman, 2004; Terich, 1987; Komar, 1998); (b) 
the roles of sea level changes and storm waves in accelerating shoreline 
erosion (e.g. Graham and Diaz, 2001; Allan and Komar, 2006; Mote et 
al., 2008; and Zhang, Douglas, and Leatherman, 2004); (c) long-term 
experience with saltwater intrusion into coastal freshwater aquifers, mainly 
as a result of excessive pumping for freshwater supply (e.g. Walters, 1971; 
and Jones, 1985); (d) effects of increased sea surface temperature on the 
frequency of harmful algal blooms (Moore et al., 2008); and (e) trends 
in and effects of ocean acidification (e.g. Doney, 2006 and Feely et al., 
2008). The literature has also begun to document how climate change 
may exacerbate risks to human uses of coastal areas. A number of recent 
regional investigations and public workshops have addressed these issues. 
For example, the State of Washington has prepared documents describing 
the nature of climate change, regional vulnerabilities, and opportunities for 
adaptation (Snover et al., 2007). These sources of information, assessment, 
and policy investigations have been broadly surveyed and incorporated in 
the following sections. Based on that starting point, this chapter focuses on 
specific risks posed by climate change to the Washington coast. 
Locally, relative SLR -- the combined effect of global SLR and local 
rates of vertical land movement -- drives many coastal impacts. Mote, 
et al (2008) explain that Western Washington is located on the edge of 
the North American continental plate with the Juan de Fuca oceanic plate 
subducting underneath, which produces gradual uplift in the northwestern 
part of the region. The northwestern Olympic peninsula has been rising at 
about 2 mm/yr. On the other hand, South Puget Sound has been subsiding 
at a rate of 2 mm/yr. Vertical land movement on most of Washington’s 
coast and the rest of Puget Sound has been found to be less than 1 mm/
yr. If these trends continue, relative SLR will be greatest in south Puget 
Sound and least on the northwest tip of the Olympic peninsula (See Table 
2). Substantial and reliable scientific models do not back up these trends, 
which is a major reason for the wide range of projected SLR. As noted by 
Mote el al (2008), (1) they have not formally quantified the probabilities, 
(2) SLR cannot be estimated accurately at specific locations, and (3) these 
SLR projections are for advisory purposes and are not actual predictions.
Clearly, the regional impacts of climate change depend upon the patterns of 
coastal land use and development. The predominant land use in the Puget 
Sound is low-density housing (91% of shoreline properties classified as 

Table 2. Relative sea level rise projections for major geograpic areas of Washington State (adapted from Mote et al 2008) 

SLR Estimate By the year 2050 By the year 2100

NW Olympic 
Peninsula

Central & 
Southern Coast

Puget Sound NW Olympic 
Peninsula

Central & 
Southern Coast

Puget Sound

Very Low -5” (-12 cm) 1” (3cm) 3” (8cm) -9” (-24cm) 2” (6 cm) 6” (16cm)

Medium 0 “ (0 cm) 5” (12.5 cm) 6” (15 cm) 2” (4cm) 11” (29 cm) 13” (34 cm)

Very High 14” (35 cm) 18” (45 cm) 22” (55 cm) 35” (88cm) 43” (108cm) 50” (128cm)
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single-family homes), often located at the top of bluffs, which are typically 
protected by a form of shoreline defense (such as concrete bulkheads or 
riprap) (Gabriel and Terich, 2005). On the southwest Washington coast 
there are local, dense developments of beach homes and tourist businesses. 
Because the Puget Sound region is most densely inhabited region, human 
impacts are expected to be greatest there and least on the Olympic peninsula 
north of Point Grenville and in the San Juan Islands. Between those 
extremes lie the Strait of Georgia and southwest Washington coasts. 

3. Approach/Methods Used

The background information identified above has been reviewed and 
assessed in the five Key Findings summarized in the following section. 
In addition, we include information gathered through conversations and 
interviews with personnel at State and local agencies who are dealing with 
some of the potential impacts of SLR, elevation of sea temperature and 
acidity, and saltwater intrusion of coastal aquifers. Our basic approach 
is (a) to select specific locales and impacts for study, (b) to characterize 
the understanding of the local circumstances and concerns related to 
these impacts, and (c) to note how the impacts on the local population, 
structures, public facilities, and economy depend upon how people adapt 
to the physical changes. We characterize the adaptation responses in three 
categories: (1) accommodation, which means continuing with current uses 
of the coastline despite the changes in coastal oceans and environments 
– for example, to accommodate to SLR by raising the height of piers and 
placing shoreline buildings on pilings; (2) protection, which involves 
building structures like seawalls and dikes that keep the sea from intruding 
on coastal areas; and (3) retreat, which involves abandoning coastal sites 
and moving to higher ground. Each of these adaptive responses is likely to 
be adopted within the Washington coastal areas. 
Because available information is not adequate to examine climate impacts 
on the entire Washington coast, this study focuses on a few cases to illustrate 
the nature of the impacts and to highlight specific areas of the coast where 
these impacts will be a significant concern. his case study approach is 
necessarily somewhat anecdotal and incomplete. The principal outcome 
of this study is to push the existing knoledge a bit further in the direction 
of useful, integrated understaning of the threats posed by climate change 
on the Washington coast.

4. Key Findings
4.1. Impacts on Beaches and Sand Spits

Beach erosion is an on-going natural process. Beaches are nourished by 
sediment eroded from bluffs or provided by rivers. Sand eroded from 
beaches moves along the coast or is pushed offshore by high-energy 
waves. There is a constant dynamic tension between the natural processes 
of accretion and erosion. Here, we focus on the role of SLR in processes 
affecting beaches of Puget Sound and Willapa bay. 
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4.1.1. Washington Beaches and Sea Level Rise (SLR)

Puget Sound’s shoreline, estimated at 2411 km (1477 mi) in length, has 
many facilities and residential developments that will be affected by SLR 
(Shipman 2004). SLR will increase erosion rates and coastal flooding on 
Washington’s beaches and bluffs. Erosion tends to occur largely through 
infrequent, episodic events, such as high-energy storm waves coming on 
a high tide. Wave-induced erosion of the uplands can occur when waves 
reach the junction between the beach face and its backing feature, such 
as a sea cliff, dune, or shore armoring (Ruggiero et al., 1997). SLR will 
cause the landward migration of the shoreline as waves break higher on 
the beach profile.
Coastal development could be threatened by increased vulnerability 
of coastal property as SLR shifts shorelines and tides closer to homes 
and infrastructure. In the Puget Sound region, approximately 90% of 
Puget Sound’s shorelines have single-family residences or are available 
for residential development (Taylor et al., 2005). In recent years, the 
Washington State Department of Fish and Wildlife has approved numerous 
residential bulkheads to armor the shoreline of Puget Sound (particularly 
around Tacoma, Olympia, and the coasts of Whidbey Island), despite the 
documented damage to nearshore habitats. (Johannessen and MacLennan 
2007, p.15)
Ironically, shoreline armoring by sea walls, riprap, or revetments typically 
decreases the volume of sediment available to sustain beaches. Because 
wave energy reflected off coastal armor carries sediment offshore, and 
the armoring itself reduces erosion of protected bluffs, protected shores 
gradually lose sediment and shallow water habitat (Johannessen and 
MacLennan, 2007, p.13.). The resulting increased water depths and 
greater wave energy tends to weaken the protective structures. In addition, 

Figure 2. Seawalls protecting Bainbridge Island homes, which have been found to degrade nearshore habitat 
(The Seattle Times, 2008) 
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the beaches of Puget Sound are critical habitat for juvenile fish (including 
salmonids) and shorebirds, and they support shellfish and epibenthic 
zooplankton, among other species. Aquatic vegetation dominates the base 
of the food web in these habitats and provides forage, refuge, and other 
functions for many marine species (Zelo et al., 2000). Beach erosion rates 
will vary depending on wave environment, geology, beach characteristics, 
and extent of shoreline armoring (Finlayson, 2006).

4.1.2. Expected Impacts on Washington Beaches 
	 4.1.2a. Bainbridge Island

Bainbridge Island contains 85.2 km (53.3 mi.) of shoreline with 82% of the 
shorelines currently in residential, recreational, commercial, or industrial 
use. Bainbridge Island’s shorelines are quite diverse, with conditions 
ranging from polluted urban waterfronts, to residential developments, to 
fairly uninhabited areas of shoreline with intact riparian habitats (NOAA, 
2004). The majority of development is for single-family residences, but 
also includes parks, a fish-pen aquaculture center, a ferry terminal, and 
mixed-use developments. About 48% of the shoreline is armored (mostly 
vertical rip rap or concrete structures). Figure 2 illustrates a bulkhead 
protecting homes along Bainbridge Island’s shoreline. About 27% of the 
shoreline has armoring that extends into the intertidal zone (NOAA, 2004). 
Where shoreline modification is extensive, the slope is gauged as unstable, 
while the areas with little shoreline modification have stable slopes.
Areas most susceptible to inundation are the uplifted beach terraces on the 
southern third of the island, and the majority of the bays and coves on the 

Figure 3. Housing on Point Monroe, Bainbridge Island (Washington Department of Ecology, 
Washington Coastal Atlas)

CHAPTER 8: Coasts 291



island (City of Bainbridge Island, 2007). Rolling Bay-Point Monroe on the 
northeastern shore runs 9.0 km (5.6 miles) encompassing Point Monroe, 
Point Monroe Lagoon, and Rolling Bay to Skiff Point. Areas like Point 
Monroe (Figure 3), where houses are situated on a small strip of beach 
with water on two sides, are especially at risk. While Point Monroe is 
primarily residential, its shore does include Fay Bainbridge State Park, 
which is a stretch of relatively undeveloped sandy beach with access for 
recreation. Many homes along the spit at Point Monroe are built on fill 
material (NOAA, 2004). A total of 291 modifications were recorded along 
the Point Monroe shorelines, at an average of 10 modifications per 1000 ft. 
(NOAA, 2004). These include protective structures at the waterline (112), 
docks (33), and overwater structures (28). NOAA (2004) recommends 
that unnecessary armoring structures, especially those that intrude into the 
intertidal zone, be modified or removed. 

	 4.1.2b. Impacts on the Southwest Washington Beaches

The southwest Washington coast covers the northern three quarters of the 
Columbia River littoral cell, which stretches from Point Grenville south 
to Tillamook Head, Oregon. The Washington segment of the littoral cell 
contains three sub-cells stretching from the Columbia River to the entrance 
to Willapa Bay, from Willapa Bay to the Grays Harbor entrance, and from 
the Grays Harbor entrance to Point Grenville. The coast here is of two 
principle types, sandy beach and berms along the outer coast, and mudflats 
within the two bays. The ocean beaches and dunes reflect a high-energy 
coast that shifts seasonally as wave energy and direction vary. After jetties 
were constructed at the entrances to the Columbia River and Grays Harbor 
in the early 1900s, sediments were trapped behind the jetties, causing rapid 
beach accretion in the first half of the 20th century. But development of 11 
major, mainstem dams on the Columbia River has reduced peak river flows 
and sediment discharges to the coast. Substantial recent evidence suggests 
a shifting regional trend towards erosion (Kaminsky, et al. 1998), which 
may be related to lower sediment budget and/or shifting storm tracks with 
larger, more energetic winter storm waves.  
The Southwest Washington Coastal Erosion Project has identified several 
erosion “hot spots”. These are located at the south end of Ocean Shores; 
near the southern jetty at the Grays Harbor entrance north of Westport;
at the north end of the Long Beach peninsula (Leadbetter Point); and 
just north of the Columbia River entrance near Fort Canby. Recently, the 
highest erosion rates occur at the north entrance of Willapa Bay (formerly 
known as Shoalwater Bay) the fastest-eroding beach on the Pacific coast, 
locally referred to as Washaway Beach (Daniels et al., 1998). Since 
the 1880s, it has been losing 19.7m (65ft) of beach a year on average.
High erosion rates have also been observed at Ocean Shores, just north 
of Cape Leadbetter. Beach erosion appears to occur when large waves 
approach at a steeper angle from the south, especially during El Niño 
conditions, when winter sea level is as much as 0.3 m higher than July 
levels. Researchers also suspect that higher storm waves are reaching the 
southwest Washington coast due to a northward shift in the storm track 
as a consequence of broader global climate changes. Hence, there are at 
least three possible factors contributing to erosion along the beaches of 
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southwest Washington, (a) reduced sediment supply; (b) gradual SLR as a 
longer-term factor, and (c) northward shift in Pacific winter storm tracks. 
Increased storm intensity may be an additional climate-related factor, but 
there is less than broad agreement among the climate scientists about the 
relative importance of these factors. 
Economic impacts of episodic erosion events are illustrated by the events 
at Washaway Beach. Despite official warnings, and a decade-old building 
moratorium, people still continue to buy property there. More than 100 
homes have fallen into the ocean in the last 20 years, including the entire 
town of North Cove (Martin, September 2007). Current residents of 
Washaway Beach are resigned to the fact that their homes will most likely 
be gone within a decade and that they will have to retreat due to the wave 
action and erosion, but they say that the view and location is worth the 
risk (Martin, September 2007). More than $24 million has been spent to 
protect nearby Highway 105 and $12 million has been spent to protect the 
Shoalwater Bay Indian reservation, which has seen a reduction of tribal 
lands and shellfish resources due to the rapid retreat of Cape Shoalwater.
There are currently no plans to protect the property at Washaway Beach 
(Morton et al., 2007).
Ocean Shores has been actively eroding since the 1995/96 winter season. 
A temporary structure was emplaced to protect condominiums and 
infrastructure valued at more than $30 million (Kaminsky, 1998). While 
these examples of shoreline erosion occur without significant climate 
change, they illustrate the kinds of erosion events that may occur more 
frequently as SLR and increased winter storm waves attack other shoreline 
segments on the southwest Washington coast.
Within the shallow bays, the shorelines are relatively well protected from 
high-energy waves and major episodes of erosion. Extensive mudflats in 
both Willapa Bay and Grays Harbor have long been utilized for shellfish 
aquaculture, primarily oyster culture, which contributes significantly to 
the local economy. In Grays Harbor, the mudflats have been eroding and 
shrinking, perhaps due to higher currents flowing through the dredged and 
jettied entrance, which permits greater wave energy to enter the Bay. Again, 
higher sea levels and increased wave action due to shifting storm tracks, 
driven by global climate changes, could be a contributor to reduced habitat 
for shellfish in the Bay. (Kaminsky, personal communication 2009). 

4.2. Bluff Erosion in Puget Sound 

Bluff erosion is an on-going natural process that feeds sediment for beach 
formation, but also threatens property and human lives when buildings are 
close to the eroding bluffs (Figure 4). We examine the role of wave action 
and tides, and how this may change with SLR. Three case studies illustrate 
some of the different types of bluffs present in the Sound.

4.2.1. Sea Level Rise and Bluff Erosion

Wave action creates unstable bluff profiles through toe erosion, which 
“results in the loss of lateral support” for the bluff, and may lead to large 
slabs of the bluff failing (Baum, 1998). The steepening of bluff slopes 
increases the probability of bluff failure (Thurston County, 2005), and 
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accelerates the long-term retreat of the bluff. Steeper, unstable bluffs are 
more susceptible to small landslides, which are often triggered by heavy 
rainfall and drainage failures (Terich, 1987). Elevated groundwater levels 
or seismic activity may also trigger large landslides (Shipman, 2004.). 
Therefore, bluff toe erosion “sets the stage” for slope failure, but rarely is 
it the direct cause of a coastal bluff landslide (Thurston County, 2005).
Among key factors in bluff erosion are storms with large waves, especially 
when combined with high tides or elevated sea levels associated with El 
Niño events (Shipman, 2004). The length of the fetch --the distance over 
which waves develop-- and wind speed during storms increases wave 
energy. For example, western Whidbey Island is subject to a very long 
fetch along the Strait of Juan de Fuca (Shipman, 2004). Furthermore, 
when storms occur at high tide, the wave action on bluffs is magnified.
Increasing the sea level raises the high tide level. As a result, waves will be 
able to directly erode the toe of the bluff in its current position more often, 
increasing the frequency of landslides (Shipman, 2004). These factors 
could lead to complex changes in shorelines as SLR shifts the bluff/sea 
interface further inland. Eventually, the sediment supply from eroding 
bluffs should maintain the elevation of beaches as beach and bluff profiles 
move landward.

4.2.2. Examples of Bluff Erosion 
	 4.2.2a. Western Whidbey Island

Island County is comprised of six islands with 354 km (221 mi) of shoreline, 
of which 51% is classified as “unstable” (Shipman, 2004). Whidbey Island 
is the largest and most populated island in Island County. Erosion rates in 
the county have been measured from a centimeter to more than 61 cm (2 
ft) per year (Island County, 2006). The western shore of Whidbey Island 
has experienced many landslides. There is a large prehistoric landslide 
that extends about 2 km (1.25 mi) along the shoreline, which sometimes 
reactivates during wet weather (Shipman, 2004). Typical erosion rates are 
about 3 cm (1.2 in)/yr, which involves the loss of 1 meter of bluff or bank 
in a landslide every 33 years. Areas that have greater exposure and higher 
wave energy may exhibit erosion rates of several inches per year or more 

Figure 4. Bluff erosion process 
(Williams et al., 2006)
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(Zelo et al., 2000). Recently, high waves have caused large amounts of 
erosion on Whidbey Island, particularly in drift cells on the southeastern 
portion of the island and on large spits on Cultus Bay (Johannessen and 
MacLennan, 2007). A recent risk assessment has shown that there is a 
100% probability of a landslide somewhere, of some magnitude in a 
given year, though most will be small (Island County, 2006). As in most 
of Puget Sound, Whidbey Island bluffs are attractive sites for residential 
development (Shipman, 2007). As a result, when major bluff slides occur, 
homes are on the front lines, and residents may be forced to protect, 
accommodate, or retreat from their homes (Figure 5).
Many residential developments built on Whidbey Island in the 1950s and 
1960s included construction of bulkheads at the base of high bluffs. These 
practices would not be allowed today, but the structures that are currently 
standing are allowed to remain. Regulation of construction on residential 
sites is not very restrictive, because the Shoreline Management Act 
(1971) exempts the construction of single-family residences and “normal 
protective bulkheads” from a Shoreline Substantial Development Permit 
(Zelo et al., 2000). There have been regular conversions of small houses 
into large homes, which are at greater risk of slide damage when they 
reside on unstable slopes (Shipman, 2004).
As SLR causes increased bluff erosion and landslides, these locations 
will be subject to increased hazards of damage. A preliminary analysis 
using Zillow (a web-based tool for estimating home value based upon 
tax assessments and home improvements, among other factors) shows 
that along a one mile long stretch of bluff along West Beach Road on 
northwest Whidbey Island, approximately $32 million worth of property 
could be involved (Barton and Frink, 2007). Many of these homes are less 
than a hundred feet from the current bluff edge, and are at risk for severe 
structural damage resulting from accelerated bluff erosion. 

Figure 5. Houses on a bluff on western 
Whidbey Island.  
(http://apps.ecy.wa.gov/shorephotos/
scripts/bigphoto.asp?id=ISL0354)

CHAPTER 8: Coasts 295



	 4.2.2b. Bainbridge Island

Bainbridge Island has 394 km (246 mi) of shoreline, 20% of which is 
classified as “unstable” (Shipman, 2004). Unlike Whidbey Island, where 
substantial waves arrive through the Strait of Juan de Fuca, Bainbridge 
Island is nestled inside Puget Sound where waves do not gather the same 
magnitude of energy. However, the bluffs on Bainbridge Island are still 
vulnerable to erosion. Bluff erosion rates average between 5.1 cm (2 in) 
and 15.2 cm (6 in) per year, depending on physical characteristics such 
as beach profile, substrate, and slope angle, as well as the presence or 
absence of human-built protective structures such as bulkheads (City of 
Bainbridge Island, 2007). As on Whidbey Island, bluff erosion events 
are episodic. After heavy rains and soil saturation, Bainbridge Island has 
experienced a number of bluff erosion events. 
Rolling Bay Walk has been the site of a number of large bluff erosion 
events, including one in the spring of 1996 that pushed a house off of its 
foundation, and a series of slides in 1997 that overturned one house into 
the water, and damaged at least three more (Baum et al., 1998). Another 
area that has experienced bluff erosion is near Harvey Road. In the past 
decade, homeowners have reported a 2.5-3 m (8-10 ft) retreat at the base of 
the bluff. At least one of the homes is now within 6.1 m (20 ft) of the edge 
of the bluff, with others 12.1 m or 24.2 m (40 or 80 ft) from the retreating 
bluff line. Additionally, many auxiliary structures such as septic systems 
are threatened by bluff erosion (Shoreline Hearings Board, 2007). 

	 4.2.2c. The San Juan Islands

The San Juan Islands, in contrast to the previous two cases, have very little 
bluff erosion. Although there is moderate fetch and storm wave energy in 
the north and south, the islands are comprised predominately of exposed 
bedrock coast (Shipman, 2004). This landscape was formed when glaciers 
scoured knobs and hills, exposing the bedrock. Only 3% of San Juan 
County’s 602 km (376 mi) of shoreline is classified as “unstable” (Shipman, 
2004). Therefore, due to “their resistant lithologies and the modest wave 
energy of the sound” in these areas, bluff erosion rates are negligible 
(Shipman, 2004). While there are some unstable bluffs vulnerable to 
erosion and landslides, the resistance of bedrock bluffs to wave action 
erosion makes it unlikely that an increase in SLR will significantly affect 
the bluff erosion patterns in the San Juan Islands.

4.3. Impacts on Ports and Harbors

Major ports and harbors in the State of Washington include the Ports of 
Seattle, Tacoma, Everett, Olympia, Grays Harbor, and Port Angeles. In 
addition, there are many smaller ports and marinas designed mainly for 
private pleasure craft. Because such facilities are adjacent to the shore, 
SLR will affect them all. The magnitude of impacts to the operation of 
ports and harbors due to SLR will depend upon a variety of factors. These 
include: the geomorphology of the land surrounding the port, whether the 
port is located near a river whose flow may be affected by climate change, 
the degree to which the transportation system surrounding the port will be 
impacted, and whether re-construction of piers and other structures can 
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accommodate the expected level of SLR.
Most ports in Washington State are operated by local Port Authorities, 
organized at the county level, which can encompass a variety of 
administrative units. Due to limitations on time and resources available for 
this study, only the two large ports of Seattle and Tacoma are specifically 
considered below. Both of these are “landlord ports,” meaning that they 
lease terminals and shore-based equipment (e.g. container cranes) to 
shipping lines that operate the terminals. These two large ports handle most 
of the State’s freight and cruise ship traffic, and much of the commercial 
fishing fleet operating out of Puget Sound. The likely impacts depend upon 
the strategies adopted by the ports for adapting to SLR. Finally, it should 
be noted that the broader effects of SLR on the transportation networks 
would impact ports. Both the Seattle and Tacoma ports serve as points 
of freight transfer between ocean ships and land-based cargo carriers 
serving distant markets. Roughly 50% of the cargo moving through the 
Port of Seattle is destined for markets east of the Mississippi River. The 
ability of the ports to continue operation in the face of SLR depends upon 
the continued operation of trucking lines and railroads. Hence, we can 
broaden the concept of impacts to include any disabling of links in the 
transportation system that disconnects the ports from distant markets they 
are serving. 

4.3.1. Port of Seattle

Freight terminals in the Port of Seattle line the edges of Elliot Bay and 
the Duwamish River estuary. Much of the land on which the piers and 
facilities reside was created by fill dirt brought from upland sites early in 
the history of Seattle. These sites are all within a few feet of the extreme 
high water mark. Hence, higher levels of forecasted SLR (> 0.91m or 3 
ft) will pose a significant hazard to the continued operation of the port 
facilities. According to key staff at the port, they are considering a variety 
of strategies to accommodate to SLR, such as raising existing docks and 
designing floating terminals with ramps to the upland railroad yards. Some 
docks and cranes have already been raised in elevation to accommodate 
to SLR and the increasing size of ships. The main port complex in Elliot 
Bay is adjacent to railroad yards and the south Seattle industrial district 
which is located on very low elevation land. A significant rise in sea level 
would threaten to inundate the entire area, cutting the Port off from the 
requisite inland transportation facilities. Adding to this potential problem 
is the nearshore position of the Burlington Northern-Santa Fe railway line 
on the Puget Sound north of Seattle. Even if the Port were able to protect 
its current facilities from SLR, a break in the rail network could threaten 
its viability as a major container and bulk freight center.
Further, the Port’s Shilshole marina is just seaward of a significant bluff 
on the west side of the Sunset Cliffs neighborhood. It is surrounded by 
very low elevation land that could be inundated by just a few feet of SLR. 
There is little prospect of adapting this facility to significant SLR, short of 
installing a few feet of new fill dirt to raise the elevation of the adjacent 
land.
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4.3.2. Port of Tacoma 

The Port of Tacoma is a major freight transfer facility, bounded on the 
south by the Puyallup River and on the north by the Hylebos waterway. 
Just north of that waterway is a steep bluff topped by extensive housing 
developments. Current pier maintenance and re-construction plans will 
increase pier elevations by roughly 1.3 m (4.3 ft) to accommodate the higher 
levels of SLR predicted for the next century. Hence, the facilities operated 
by the Port and most of the Port’s tenants will accommodate to SLR over 
the next century unless the actual levels of SLR exceed the predictions. 
However, the Port planners are aware that SLR, in combination with 
high river run-off, raises the threat of flooding along the Puyallup River 
to the south of the main body of freight terminals. This could inundate 
the intermodal rail yards upon which the transportation network depends. 
Additional protective structures, such as dikes along the riverbanks, may 
be needed under the high SLR scenarios.

4.4. Saltwater Intrusion in Coastal Aquifers
4.4.1. Hydrological Dynamics of Aquifers and Seawater

Under normal conditions, the movement of freshwater towards the sea 
prevents saltwater from contaminating the water in coastal aquifers, and 
the interface between freshwater and saltwater is below the land surface 
near the coast (USGS, 2004). Since freshwater is slightly less dense, it 
tends to float on top of saltwater when both are present in an aquifer. The 
bottom of the freshwater body floating on seawater within an aquifer is 
typically about 40 times as far below sea level as the top is above sea level. 
When freshwater is pumped from the aquifer, the underlying saltwater 
tends to rise 40 ft for every foot that the water table is lowered (Walters, 
1971). The boundary between the freshwater and saltwater zones, known 
as the zone of diffusion or the zone of mixing (Kelly, 2005), will be pushed 
landward and upward as sea level rises, potentially making coastal aquifers 
more vulnerable to saltwater intrusion (Barlow, 2003). 
Seawater typically contains about 35,000 mg/L of dissolved solids, including 
approximately 19,000 mg/L of chloride. Uncontaminated groundwater 
in most areas of coastal Washington usually contains less than 10 mg/L 
of chloride, and the EPA recommends that the chloride concentration 
of drinking water supplies be less than 250 mg/L (Dion and Sumioka, 
1984). If saltwater intrusion into coastal aquifers occurs, the waters may 
not be suitable for drinking and irrigation, the high mineral content of 
the saltwater could cause corrosion of pipelines and well pumps, and the 
aquifer and its wells could become unusable if the intrusion becomes too 
severe (Island County Water Resources Management Plan, 2005).
In some areas of Washington State saltwater intrusion is already a concern 
due to excessive pumping of the aquifers. On Whidbey Island 72% of its 
residents rely on the groundwater (Island County Water Management Plan, 
2005). In a study by Island County Environmental Health in 2005, areas 
containing wells were designated as low risk, medium risk, or high risk. 
Low risk wells within 0.8 km (½ mile) have chloride concentrations less 
than 100 mg/L; medium risk wells have chloride concentrations between 
100 and 200 mg/L; and high risk areas have chloride concentrations greater 
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than 200 mg/L. Out of 379 wells surveyed, 242 showed no evidence 
of intrusion, 101 showed inconclusive indications of intrusion, and 36 
showed positive indications of intrusion. In preventing saltwater intrusion, 
the important factor is the water level in the area between the well and the 
shoreline, because saltwater intrusion would first occur along the shoreline 
and then move inland as the situation worsened. In addition, aquifers that 
are at critically low water elevation are at risk of saltwater intrusion if 
there is continued groundwater withdrawal (Kelly, 2005).

4.4.2. Likely Impacts of Sea Level Rise

While projected SLR could cause increased saltwater intrusion into coastal 
aquifers, expert opinion suggests that SLR will have only a minor effect.
Aquifers act as a gradient to the sea, and the amount of water recharge 
from the surface will likely remain about the same. Hence, the amount of 
freshwater available is not expected to change. In the very near coastal 
areas, a rise of 0.3 - 0.9 m (1-3 ft) in the sea level will reduce the depth 
of the freshwater lens floating above the seawater by 0.3 – 0.9m (1-3 ft). 
Nearshore wells that already have intrusion problems may have trouble with 
more saline water, so those wells may need to be moved or reconstructed. 
But this will be a serious concern only in a very narrow range along the 
coast, where the freshwater lens is already very shallow, and there are 
few wells. Based upon our review of the saltwater intrusion problem on 
Whidbey Island, we conclude saltwater intrusion is not a major risk for 
Washington State aquifers.

4.5. Impacts on Shellfish Aquaculture

Washington currently has 106 commercial shellfish-growing areas and 
is the leading producer of commercially farmed bivalve shellfish in the 
United States, including 86% of the West Coast’s production in 2000. 
Washington’s shellfish farmers and harvesters sell shellfish products around 
the world, and support the economies of many rural western Washington 
communities (“Treasures of the Tidelands,” 2003). Table 3 shows that 
the sale value of oysters, mussels, small clams, and geoduck clams from 
aquaculture in Washington is roughly $75 million a year. 

4.5.1. Impacts of Sea Level Rise and Increased Sea Surface 
Temperature

SLR and increased sea surface temperature could impact the shellfish 
aquaculture industry in several ways. Negative effects of increased 
temperature could include reduced shellfish growth, reproduction, 
distribution, and health (Cheney and Dewey, 2006). SLR may affect 

Table 3. Shellfish production in Washington State in 2006 (Cheney and Dewey, 2006)

Oysters Clams Mussels Geoduck Total

Production (mil. lbs.) 77 7 1.5 .4 85.9

Sales Value (mil. $) $57.75 $14 $1.73 $2.5 $75.98
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coastal habitats in the Puget Sound through the inundation and shift of 
habitat types on existing beaches. SLR would have a minimal impact on 
mussel and oyster culture on rafts or other floating structures (Pacific Coast 
Shellfish Growers Association, 2008).
Most shellfish culture occurs on the intertidal substrate, where SLR will 
directly affect access to these lands through changes in the high and 
low tide ranges (Pacific Coast Shellfish Growers Association, 2008). If 
the aquaculture sites do not migrate landward, SLR reduces access to 
aquaculture beds because of increased water coverage. A 0.16 m (0.53 ft) 
rise in sea level could lead to an increase in water coverage and a reduction 
in harvest time of 13%, while a 0.31 m (1 ft) rise in sea level could lead 
to an increase in water coverage and a reduction in harvest time of 31% 
(Cheney and Dewey, 2006). The increased water coverage will reduce 
workdays for shellfish growers because they typically work at low tide. It 
is very difficult to plant, harvest, or tend partially or completely submerged 
oysters (Gordon et al., 2003). A further complexity is the issue of shoreline 
armoring, which affects the availability of tidelands for shellfish farming, 
as shoreline armoring tends to increase beach erosion and change the 
characteristic of the beach sediment.
Since SLR will shift beach profiles landward, there may be no reduction in 
sub-tidal habitat overall, but the optimal growing areas may be shifted off 
of the farmer’s property or lease (Cheney and Dewey, 2006). At present, 
“average high tide” or “ordinary high water” is treated as a stable boundary 
line that separates upland property from inter-tidal areas used for shellfish 
aquaculture. In the future, however, SLR may create ambiguity in the 
definition of the property rights due to a shift in where the actual high tide 
occurs. The high tide with SLR will be further inland. One option would 
be to retain the definition of tidelands and shoreline property boundaries, 
but recognize explicitly that these boundaries are moving upland as sea 
level rises – an option entitled “rolling easements” (Titus, 1986).

4.5.2. Likely Impacts of Sea Surface Temperature and Harmful Algal 
Blooms

Harmful Algal Blooms (HABs) are blooms of algae that can produce 
potent natural toxins that cause harmful physiological effects (including 
illness or death) when they are concentrated within filter feeding shellfish 
and fish. Humans and other animals are exposed to the HAB toxins by 
ingesting the contaminated fish or shellfish and by consumption, aerosol 
inhalation, or skin contact with contaminated water. Paralytic shellfish 
poisoning (PSP) from dinoflagellates in the genus Alexandrium and 
amnesiac shellfish poisoning, caused by domoic acid created by diatoms 
Pseudo-nitzschia, are the primary problems on the West Coast (Horner et 
al., 1997). Other species of dinoflagellates can cause a range of illnesses, 
such as neurotoxic shellfish poisoning, diarrheic shellfish poisoning, and 
ciguatera fish poisoning. These also cause fish, bird, and marine mammal 
die-offs (Patz et al., 2006).
Over the past decade, evidence of a relationship between climate and the 
magnitude, frequency, and duration of HABs has suggested that the seasons 
when HABs occur may expand as a result of climate change. Sea surface 
temperature and upwelling have both been linked with HABs (Patz et al., 

CHAPTER 8: Coasts300



2006). Due to their physiological and ecological diversity HAB species 
will not exhibit a uniform response to changes in climate. Phytoplankton 
growth is typically influenced by temperature, light, and the availability 
of nutrients (Moore et al., 2008). Most marine HAB dinoflagellates are 
expected to be favored over other phytoplankton under future climate 
scenarios, because their ability to swim allows them to reach nutrients 
in the deeper parts of the upper stratified layer of the water column that 
diatoms and other phytoplankton cannot reach. It is not known if blooms 
originate at one or several sites, or whether isolated blooms develop in 
separate locations at the same time in response to similar hydrographic 
conditions. It is also difficult to determine if blooms develop offshore 
before they are detected in coastal waters (Horner et al., 1997).
The frequency and distribution of HABs has increased over the last 30 
years, and human illness from algal sources has increased. In fact, the 
present variability and occurrence of HABs is unrivaled from those in the 
past 60 years (Patz et al., 2006). In Puget Sound Alexandrium species occur 
primarily in the late summer and early fall when the water temperatures 
reach their seasonal peak. Blooms of the dinoflagellates Ceratium species 
and Akashiwo sanguinea generally occur during the same period in shallow 
areas of southern Puget Sound. Increased mortality of oyster larvae and 
adults has been associated with these dinoflagellates, but there is no 
indication of a chemical toxin. The increased mortality could be due to 
mechanical damage or oxygen depletion caused by a bloom decay (Horner 
et al., 1997).
By the year 2100, surface air temperatures in the Puget Sound region 
could increase by as much as 6°C (10.8°F). Surface water temperatures are 
expected to follow this closely. This increase is a concern because water 
temperatures greater than 13°C (56.7°F) have been found to promote 
blooms. The rising air and water surface temperatures may also promote 
earlier and longer lasting HABs. The growth responses of HABs could also 
be influenced by interactions with other physical and biological aspects of 
the marine ecosystem, such as wind-driven upwelling at coastal margins.
Some toxic blooms are triggered by nutrients supplied by land runoff. 
Hence, shifts in the timing of runoff into coastal estuaries fed by snowmelt 
rivers could lead to changes in the timing and magnitude of stratification 
related to freshwater inputs and to nutrient loading and turbidity related 
to freshwater supplies, which could increase the frequency of blooms in 
coastal waters. Studies in Sequim Bay on the Strait of Juan de Fuca suggest 
that paralytic shellfish poisoning toxicity increases when the climate is 
warm and dry, and decreases when the climate is cold and wet (Horner et 
al., 1997). Even though there is a need for more data assessing the impacts 
of different climate change stressors on HAB species, current research 
findings suggest that HABs will occur more frequently and over wider 
ranges as a result of climate change. 

4.5.3. Ocean Acidification

The oceans have absorbed approximately 127 billion metric tons (140 billion 
short tons) of carbon as carbon dioxide (CO2) since the beginning of the 
industrial era. Hydrographic surveys and modeling studies have confirmed 
that the uptake of CO2 by the oceans has resulted in a lowering of seawater 
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pH by about 0.1 since the beginning of the Industrial Revolution (Feely et 
al., 2008). A drop by one pH unit corresponds to a ten-fold increase in the 
concentration of hydrogen ions, thus making the water more acidic (Doney, 
2006). Lower pH levels have been found to decrease calcification rates in 
mussels, clams, and oysters because the reaction of CO2 with seawater 
reduces the availability of carbonate ions that are necessary for CaCO3 
skeleton and shell formation for a number of marine organisms. Many 
species of juvenile shellfish may be highly sensitive to lower-than-normal 
pH levels, resulting in higher rates of mortality directly correlated with the 
higher CO2 levels (Feely et al, 2008). A growing number of studies have 
shown that the survival of larval marine species, including commercial 
shellfish, is reduced by ocean acidification. 
The range and magnitude of biological and socio-economic effects are 
not certain enough to quantify at this time, but they are thought to be 
substantial (NOAA, 2008). Acidity levels in upwelled waters off the 
Pacific Coast have already begun increasing faster than anticipated (Feely 
et al., 2008). Because these changes will be large and will occur quickly, 
and because human development has fragmented species into small and 
vulnerable populations, there is concern that future climate changes will 
be more stressful to species than past changes (Tangley, 1988). Hence, 
while there is great uncertainty about the future path of acidification 
and resulting impacts, there are also potentially great risks of significant 
changes in the species composition and vulnerability of ocean ecosystems 
that support shellfish. 
An indication of the potential risks of increased ocean acidification and 
related water quality changes was recently documented in commercial 
and research shellfish hatcheries in Washington and Oregon. These 
facilities experienced poor egg survival and massive mortalities of larval 
and juvenile oysters during an extended period when low pH (7.5 to 7.8) 
water was entering their seawater intake lines. The mortalities are still 
unexplained, but the pH shift is one of a number of possible causal factors 
(personal communication with Dan Cheney, 2008).

5. Adaptation to Climate Change on the Coast

As noted earlier, adaptation to climate change can involve: (1) 
accommodation -- continuing, but altering, current uses of the coastline in 
response to changes in coastal oceans and environments; (2) protection -- 
fending off the impacts by building structures like seawalls and dikes that 
keep the sea at bay; and (3) retreat -- abandoning coastal sites and moving 
to higher ground. This section outlines some adaptations that could be 
adopted in response to SLR, increased storm strength, beach and bluff 
erosion, and increased temperature and acidity of ocean waters. 

5.1. Beaches, Bluffs, and Sand Spits

Because flooding will be an increasing problem on river deltas, points, 
spits, barrier beaches, pocket beaches, and berms with low backshores, 
building on these properties will be increasingly risky. The greatest risk 
exists for structures located on top of beach berms since they can be hit by 
storm waves and beach debris. The Department of Ecology recommends 
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that anyone thinking of purchasing property in coastal regions should 
check with the local planning/zoning office to see if the area is a flood 
zone (Washington Department of Ecology, 2007). Further, to adapt to 
forecasted SLR, flood zone designations could be modified to incorporate 
the expected SLR of 0.15m to 0.36m (0.49 to 1.24 ft) by 2100 but which 
could reach an extreme of 1.4 m (4.6 ft) by 2100 if the accelerated melting 
of the Antarctic ice shelf and Greenland ice cap continues.
An estimated 1/3 of the total Puget Sound shoreline contains bulkheads and 
other hard coastal structures. As noted above, these can temporarily reduce 
upland erosion caused by wave action, but they can do little to prevent 
continued erosion of the seaward beaches, since wave reflection can 
enhance offshore sediment transport. This can undermine the bulkheads. 
Figure 6 depicts failed bulkheads and a large slide on Whidbey Island 
(Department of Ecology, 2007). Ultimately, owners of structures within 
the higher mean tide level generated by SLR may find that the best course 
of action is to retreat upland from their current location as the sea level 
rises or to build further from the edge of the bluffs. 

5.2. Adaptation in Ports and Harbors

As noted in Section 4.3, Washington’s ports and harbors will be impacted 
by the slow rise in sea level over the next century. In the Puget Sound, a 
port manager with low risk tolerance might want to plan for the higher 
0.55m (1.8 ft ) SLR by 2050 and the 1.28 m (4.2 ft) SLR by 2100. For 
most port facilities, the speed of SLR in combination with 30-40 year re-
building cycles gives them the flexibility to adapt via raising and shifting 
piers and docks over time in response to observed and forecasted SLR. But, 
preserving shoreline facilities may be an inadequate adaptive response. As 
noted earlier, the Port of Seattle and surrounding lands would have to be 
elevated via additional fill dirt or protected via diking in order to adapt to 
significant SLR. Because property ownership in the port region is complex, 
a solution to the SLR threat would require a broad, well-coordinated plan 
of action by the Port authorities, railroads, city, county, State, and Federal 
agencies (especially the Department of Transportation and Army Corps of 
Engineers). 
Another complication is in preserving the port’s ability to function in the 

Figure 6. Failed bulkheads and large slide on Whidbey Island (Washington Department of Ecology 
http://www.ecy.wa.gov/programs/sea/pugetsound/building/bulkhead.html)
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freight transportation network if SLR causes flooding of lands currently 
devoted to highways, railroads or storage areas. There would most likely 
need to be construction of new dikes and/or heightening of existing 
riverside dikes to prevent significant flooding of the lands needed by the 
freight handling facilities. No specific adaptation approaches have been 
developed here, but the need for organizing broader sets of interests (local, 
State, Federal, and industry) in designing port and transportation systems 
is strongly emphasized.

5.3. Saltwater Intrusion in Coastal Aquifers

Because we do not anticipate significant impacts of SLR on the coastal 
aquifers, there will be little adaptation needed in response to climate 
change here. A few wells may be located in the narrow band near the shore 
that could be affected by SLR. These wells will undoubtedly be abandoned 
and new wells drilled further inland.

5.4. Shellfish Aquaculture

 Shellfish aquaculture will need to adapt to the three basic threats outlined 
earlier: (a) SLR causing a shift of shallow tidelands towards the upland 
shore, which is typically owned by shoreline property owners; (b) increased 
sea surface temperatures and acidification which may affect shellfish 
survival and growth; and (c) increased frequency of harmful algal blooms. 
One adaptive response to shifting tidelands has been identified as shifting 
of shoreline property lines as the mean high water mark moves inland. 
In fact, some US States already follow this principle. In Texas, when 
large hurricane or other events cause significant erosion of shorelines, the 
private property lines are shifted upland to preserve the public beaches 
and tidelands. This sort of adaptive response might be feasible in parts of 
Puget Sound and in the bays of southwestern Washington. 
Increased temperatures and acidification present potentially difficult 
challenges to the rearing of current species and strains of shellfish. 
However, there may be sufficient genetic variability and tolerance for 
changes in water temperature and pH among shellfish to allow some 
room for adaptation. Specifically, shifting to more tolerant strains could 
be a successful strategy for maintaining shellfish production. We do not 
have sufficient information regarding these factors to confidently predict 
whether this approach would be successful. 
Regarding increased HAB outbreaks, the State Department of Health 
may need to close recreational shellfish fisheries more often and monitor 
commercial shellfish harvests more closely in order to prevent adverse 
health impacts from HABs. If reliable, qualitative predictions of HAB 
risks can be developed then managers can be more prepared to respond 
quickly if HAB risks are “high” (Moore et al., 2008). This approach to 
adaptation is being discussed currently among scientists.
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6. Research Gaps and Recommendations for  
Future Research
6.1. Beaches and Sand Spits

This report reviews potential climate change impacts at select sites within 
Washington’s coastal region. Given that Washington has about 5,002 km 
(3085 mi) of coastline, however, it would be prudent to initiate broader 
monitoring and research on beaches in the future. Beach profiles should be 
monitored to contribute to better understanding of the dynamics of beach 
accretion and erosion. The sites mentioned in this paper should also be 
monitored closely. For instance, Whidbey Island’s western shore could 
be monitored to determine if it does exhibit the predicted changes due to 
climate change. Over the years other shoreline segments within the Willapa 
Bay and Grays Harbor regions (and other shorelines with similar beach 
characteristics) should be assessed for shoreline erosion. For those areas 
where unnecessary armoring structures have been removed or modified, it 
should be determined whether reflective wave energy has been reduced and 
if natural sediment processes have been allowed to restore normal beach 
profiles. Both applied and basic research into movement of sediments and 
shifts in beach profiles should be priority research topics.

6.2. Puget Sound Bluffs

Shipman (2004) notes that, “Little systematic study of bluff recession rates 
has been carried out within the Puget Sound region, limiting knowledge of 
actual rates and understanding of the relative importance of different factors 
in determining rates” (p. 89). As with Washington’s beaches, additional 
Puget Sound bluff sites should be incorporated into future studies in order 
to gain a more comprehensive look at the effects of climate change. More 
research could examine how auxiliary structures will be and are being 
threatened by beach and bluff erosion and the possible actions that can 
be taken in response. A comparison of erosion rates (historic and future 
projections) could then be used in choosing when and where to retreat 
from vulnerable bluff sites.

6.3. Ports and Harbors

Since our paper focuses on climate change at the ports of Seattle and 
Tacoma, additional research could focus on the ports of Everett, Olympia, 
Grays Harbor, and Port Angeles, as well as the smaller ports and marinas 
designed mainly for recreational purposes. Ideally, additional interviews 
would be conducted at each port and marina and a comparative study would 
be written detailing the effects of climate change on their infrastructure 
and potential responses and adaptations for each location. 

6.4. Shellfish Aquaculture

As with the beaches and bluffs, there should be increased monitoring to 
gauge the extent that shellfish aquaculture sites follow inland tidelands 
with SLR. Further legal research and analysis could determine the extent 
of subsequent issues regarding property laws between shellfish farmers and 
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shoreline property owners. More research should focus on climate change 
stressors that could have an impact on shellfish growth and mortality.
For instance, the effects of increased sea surface temperature and ocean 
acidification on various strains of shellfish are not clearly understood. More 
research is also recommended on how HABs originate and develop, along 
with the impact of different climate change stressors on HAB species and 
on the physiology and ecology of HABs.

7. Conclusions

Overall, this brief survey of climate impacts on the coasts of Washington 
State has identified numerous possible routes by which climate can interfere 
with historical uses of the coast and has raised many questions requiring 
additional research. One conclusion is that SLR will cause shifts in the 
coastal beaches and increased erosion of unstable bluffs, and these effects 
will endanger housing and other structures built near the shore or near the 
bluff edges. State and local governments, as well as property owners, will 
need to engage in longer term planning and decision-making to determine 
whether to retreat from the endangered shores and bluffs or to invest in 
structural protection or adaptation projects. These conclusions extend to 
the numerous ports and marinas in the Puget Sound region, which must 
accommodate to SLR or retreat to higher ground if they are to continue to 
function as major transshipping points for US-Asia trade. 
We found indications that shellfish may be harmed by increasing ocean 
temperatures and acidity, due to shifts in disease and growth patterns, and 
to more frequent HABs. Further, inter-tidal habitat for shellfish aquaculture 
will likely be slowly shifting shoreward as sea level rises. Adapting to 
these effects may involve both genetic research to select more resilient sub-
species of shellfish and altered property boundaries to accommodate the 
shifting high tide lines. All of these conclusions are tentative, based upon 
current understanding of the underlying phenomena. Further research will 
be a necessary element of any longer-term, adaptive strategy for climate 
change in the region.
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Precipitation Extremes and the Impacts of Climate Change  
on Stormwater Infrastructure in Washington State 
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P. Lettenmaier1

Abstract

Stormwater management facilities are important elements of the civil infrastructure that can be sensitive 
to climate change, particularly to precipitation extremes that generate peak runoff flows. The design and 
anticipated performance of stormwater infrastructure is based on either the presumed characteristics of a 

“design rainstorm” or the continuous simulation of streamflow driven by a time series of precipitation. Under 
either approach, a frequency distribution of precipitation is required, either directly or indirectly, together with an 
underlying assumption that the probability distribution of precipitation extremes is statistically stationary. This 
assumption, and hence both approaches, are called into question by climate change. We therefore examined both 
historical precipitation records and simulations of future rainfall to evaluate past and prospective changes in the 
probability distributions of precipitation extremes across Washington State. The historical analyses were based 
on hourly precipitation records for the time period 1949–2007 from weather stations surrounding three major 
metropolitan areas of the state: the Puget Sound region (including Seattle, Tacoma, and Olympia), the Vancouver 
(WA) region (including Portland, OR), and the Spokane region.  Changes in future precipitation were simulated 
using two runs of the Weather Research and Forecast regional climate model (RCM) for the time periods 1970–
2000 and 2020–2050, statistically downscaled from the ECHAM5 and CCSM3 Global Climate Model and bias-
corrected against the SeaTac Airport rainfall record. Downscaled and bias-corrected hourly precipitation sequences 
were then used as input to the HSPF hydrologic model to simulate streamflow in two urban watersheds in central 
Puget Sound. Few statistically significant changes in extreme precipitation were observed in the historical records, 
with the possible exception of the Puget Sound. RCM simulations generally indicate increases in extreme rainfall 
magnitudes throughout the state, but the range of projections is too large to predicate engineering design, and actual 
changes could be difficult to distinguish from natural variability. Nonetheless, the evidence suggests that drainage 
infrastructure designed using mid-20th century rainfall records may be subject to a future rainfall regime that differs 
from current design standards. 
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1. Introduction

Infrastructure is commonly defined as the various components of the built 
environment that support modern society (e.g., Choguill 1996; Hanson 
1984). These encompass utilities, transportation systems, communication 
networks, water systems, and other elements that include some of the most 
critical underpinnings of civilization. Thus even modest disruptions to 
infrastructure can have significant effects on daily life, and any systematic 
change in the frequency or intensity of those disruptions could have 
profound consequences for economic and human well-being. 
The elements of Washington’s urban infrastructure are not equally 
vulnerable to weather conditions or climate regime, however, and several 
components (energy, water supply, and coastal facilities) are the subject 
of other reports in this volume (Hamlet et al. 2009, this report; Huppert et 
al. 2009, this report; Vano et al. 2009a, b, this report). Prior studies have 
considered the vulnerability of these and other infrastructure elements, 
and the daily news provides frequent examples of those elements of our 
Northwest cities that are most vulnerable to the vagaries of even present-
day fluctuations in weather. The Chehalis River floods in December 2007, 
for example, resulted in the closure of Interstate 5, the state’s major north–
south transportation artery, for four days at an estimated cost of over $18M 
(WSDOT 2008).
In this paper, we focus on one element of the civil infrastructure, stormwater 
management facilities in urban areas. The relationship of this sector to 
climate, and particularly to precipitation extremes on which much of its 
facility design is based, is clear. Recent improvements in the ability to 
downscale the projections of global climate models to the local scale 
(Salathé et al. 2005) have made feasible the preliminary evaluation of 
climate change impacts on the spatially heterogeneous, rapidly fluctuating 
behavior of urban stormwater. Consequences of inadequate stormwater 
facilities can be severe, but adaptation strategies are available and 
relatively straightforward if anticipated well in advance (Kirschen 2004; 
Larsen 2007; Shaw 2005). 
Historical management goals for urban stormwater have emphasized safe 
conveyance, with more recent attention also being given to the consequences 
of increased streamflows on the physical and biological integrity of 
downstream channels (Booth and Jackson 1997). Urbonas and Roesner 
(1993) classify drainage systems into two categories – minor, consisting 
of the roadside swales, gutters, and sewers typically designed to convey 
runoff events of 2- or 5-year return periods, and major, which include the 
larger flood control structures designed to manage 50- or 100-year events. 
While design events can be based on direct observations of runoff, they are 
more commonly based on precipitation events with equivalent likelihoods 
of occurrence, due to the limited availability of runoff observations in 
urban areas. Hence, while we give some consideration to modeled trends 
in runoff, the focus of this paper is on the precipitation events from which 
they result, and specifically those events of 1-hour duration (since many 
of the smaller watersheds have times of concentration of 1 hour or less) 
and 24-hour duration (which is that most commonly used for purposes of 
design). 
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It is worth noting that more complicated phenomena with implications for 
stormwater management, such as rain-on-snow events, are also subject 
to the effects of a changing climate. We do not consider trends in these 
phenomena, however, since our modeling approach is not well-calibrated 
for such conditions, which are not necessarily significant in the lowland 
urban areas that are the focus of our study. Nor do we consider changing 
patterns of development, which may also considerably impact runoff 
magnitudes, but are not related to climatic factors. Nonetheless, future 
changes in climate that may alter precipitation intensity or duration would 
likely have consequences for urban stormwater discharge, particularly 
where stormwater detention and conveyance facilities were designed 
under assumptions that may no longer be correct. The social and economic 
impact of increasing the capacity of undersized stormwater facilities, or 
the disabling of key assets because of more severe flooding, could be 
substantial. 
This study thus addresses the following questions:

What are the historical trends in precipitation extremes across •	
Washington State?
What are the projected trends in precipitation extremes over the next •	
50 years in the state’s urban areas?

What are the likely consequences of future changes in precipitation 
extremes on urban stormwater infrastructure? 

2. Background

Despite the inherent challenges in characterizing changes in extreme 
rainfall events, a number of studies have either assessed historical trends 
in precipitation metrics or investigated the vulnerability of stormwater 
infrastructure under a changing climate, as described below. 

2.1. Historical Trends in Precipitation Extremes

Several studies have evaluated past trends in rainfall extremes of various 
durations, mostly at national or global scales. Karl and Knight (1998) 
found a 10% increase in total annual precipitation across the contiguous 
United States since 1910, and attributed over half of the increase to positive 
trends in both frequency and intensity in the upper ten percent of the daily 
precipitation distribution. Kunkel et al. (1999) found a national increase 
of 16% from 1931-96 in the frequency of 7-day extreme precipitation 
events, although no statistically significant trend was found specifically 
for the Pacific Northwest. A follow-up study that employed data extending 
to 1895 (Kunkel et al. 2003) generally reinforced these findings, but 
noted that frequencies for some return periods were nearly as high at the 
beginning of the 20th century as they were at the end, suggesting that 
natural variability could not be discounted as an important contributor to 
the observed trends. 
Groisman et al. (2005) analyzed precipitation data over half of the global 
land area and found “an increasing probability of intense precipitation events 
for many extratropical regions including the United States.” They defined 
intense precipitation events as the upper 0.3% of daily observations, and 
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used three model simulations with transiently increasing greenhouse gases 
to offer preliminary evidence that these trends are linked to global warming. 
Pryor et al. (2009) analyzed eight metrics of precipitation in century-
long records throughout the contiguous USA, finding that statistically 
significant trends generally indicated increases in intensity of events above 
the 95th percentile, although few of these were located in Washington 
State. However, Madsen and Figdor (2007), in a study that systematically 
analyzed trends from 1948 to 2006 by both state and metropolitan area, 
found a statistically significant increase of 30% in the frequency of extreme 
precipitation in Washington, and of 45% in the Seattle-Tacoma-Bremerton 
area. Interestingly, however, trends in neighboring states were widely 
incongruent, with a statistically significant decrease of 14% in Oregon and 
a non-significant increase of 1% in Idaho.
While these studies provide useful impressions of general trends in 
precipitation extremes, their results are not applicable to infrastructure 
design, which requires estimates of the distributions of extreme 
magnitudes instead of, for example, the number of exceedances of a fixed 
threshold. Relatively few such approaches have been explored to date, 
with the exception of Fowler and Kilsby (2003), which used regional 
frequency analysis to determine changes in design storms of 1, 2, 5, and 
10 day durations from 1961 to 2000 in the United Kingdom. We take this 
approach one step further and analyze changes in design storms of sub-
daily durations, as discussed in Section 3. 

2.2. Future Projections and Adaptation Options

Only a few previous studies have evaluated the vulnerability of stormwater 
infrastructure to climate change, with considerable variation in their 
methodologies. Denault et al. (2002) assessed urban drainage capacity 
under future precipitation for a 440-ha (1080-ac) urban watershed in 
North Vancouver, Canada. Observed trends of precipitation intensity and 
magnitude for the period 1964–1997 were projected statistically to infer 
the magnitude of design storms in 2020 and 2050, and the consequences 
for urban discharges were modeled using the SWMM hydrologic model1. 
They evaluated only the potential impacts on pipe capacity, finding that 
flow increases were sufficiently small that few if any new problems 
were likely to be created. They also observed that any given watershed 
has unique characteristics that affect its ability to accommodate specific 
impacts, thus emphasizing the importance of site-specific evaluation. 
They also recognized that uniform climate changes could produce varying 
levels of impact on any individual municipality, because of differences 
in topography, watershed size, level of development, and(or) existing 
infrastructure drainage capacity. 
Waters et al. (2003) evaluated how a small (23 ha [58 ac]) urban watershed 
in the Great Lakes region (Burlington, Ontario) would be affected by a 
15% increase in rainfall depth and intensity. This increase was presumed 
from a literature review and prior analysis of other nearby catchments. 
Their study emphasized the adaptive measures that could be taken to 
absorb the increased rainfall, and they evaluated the efficacy of alternative 

1 http://www.epa.gov/ednnrmrl/models/swmm/
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adaptations to projected flow increases using SWMM. Their recommended 
measures included downspout disconnection (50% of connected roofs), 
increased depression storage (by 45 m3/impervious hectare), and increased 
street detention storage (by 40 m3/impervious hectare).
Shaw et al. (2005) also emphasized the consequences of presumed 
increases in precipitation on flooding of stormwater systems, while relying 
on relatively simplistic projections of future precipitation. They defined 
low, medium and high climate-change scenarios, based on projections of 
temperature increase, and translated those temperature increases into linear 
increases in 24-hour rainfall events. Consequences on stormwater capacity 
for a small urban watershed in central New Zealand (the Wairau Valley 
watershed in North Shore City, North Island), using both event-based 
and continuous hydrologic models, were then evaluated for inadequate 
infrastructure capacity. 
Watt et al. (2003) examined the multiple impacts that climate change 
could have on stormwater design and infrastructure in Canada, suggesting 
adaptive measures for urban watersheds with their associated advantages, 
disadvantages, and estimated costs. The authors also examined two case 
studies of adapting stormwater infrastructure to climate change; one was 
the study of Waters et al. (2003) and the other was a study of a residential 
area in urban Ottawa. They offered a useful qualitative rating system to 
compare the environmental, social, and aesthetic implications of different 
structural solutions to stormwater runoff management.
Crabbé and Robin (2006) studied the need for institutional “adaptation” 
to be better able to respond and adapt to climate change. The authors 
focused on the bureaucracies of Canada and the financial and physical 
responsibility that local municipalities will need to bear in adapting 
infrastructure to climate change. The review considered the institutional 
costs for preparing water-resources infrastructure for climate change, and 
the potential increases in both revenues and expenditures for local and 
regional governments. It also acknowledged institutional barriers, such as 
a lack of skilled scientists, over-dependence on engineering consultants, 
and reliance on management-by-crisis rather than long-term management 
and planning. The study offered potential approaches to solve these 
impediments, including easily understandable climate-change reporting, 
increased citizen participation, and financial assistance from regional 
governments.
These prior studies provide a good methodological starting point for 
identifying the most likely consequences of climate change on stormwater 
infrastructure, along with an initial list of potentially useful adaptation 
measures. Like those presented in Section 2.1, however, their greatest 
shortcoming uniformly lies in their rudimentary characterization of 
the precipitation regimes that drive the responses (see also Kirschen 
et al. 2004; Trenberth et al. 2003). Our report seeks to bridge this gap 
between presumptive (but poorly quantified) future climate change and 
the acknowledgment that infrastructure adaptation is generally less costly 
and disruptive if necessary measures are undertaken well in advance of 
anticipated changes. 
We have approached this task both by analyzing the variability in historical 
precipitation extremes across Washington State and by utilizing regional 
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climate model results, now available at a higher resolution than previously 
possible, to characterize future projections of precipitation extremes. We 
processed these results in a bias-correction and statistical-downscaling 
procedure to drive a continuous hydrologic model for prediction of urban 
streamflows in one region of the state, the central Puget Lowland. These 
results have allowed a preliminary evaluation of the implications of 
simulated precipitation extremes for urban drainage and urban flooding.

3. Historical Precipitation Analysis 

As a precursor to investigating potential changes in future precipitation 
extremes as simulated by climate models, we examined whether such 
changes might already be occurring in the three major urban areas of 
Washington State. Three different analyses were applied to historical 
rainfall records, beginning in 1949, to look for such trends: (1) regional 
frequency analysis, (2) precipitation event analysis, and (3) exceedance-
over-threshold analysis. In the regional frequency analysis, we used a 
technique adapted from the regional L-moments method of Hosking and 
Wallis (1997) to evaluate changes in rainfall extremes over the period 
1956–2005 for a wide range of frequencies and durations. The precipitation 
event analysis used a method adapted from Karl and Knight (1998) to 
determine trends in annual precipitation event frequency and intensity, 
based on the occurrence of individual rainfall “events” of presumed one-
day duration. Finally, the exceedance-over-threshold analysis examined 
the number of exceedances above a range of threshold values for the depth 
of precipitation, also on the basis of one-day rainfall events.

3.1. Regional Frequency Analysis

The precipitation frequency analysis (sometimes referred to as the index-
flood approach) analyzed the annual maximum series for aggregates 
of hourly precipitation ranging from one hour to ten days for the three 
major urban areas in Washington State: the Puget Sound region (including 
Seattle, Tacoma, and Olympia), the Vancouver region (including Portland, 
OR), and the Spokane region. The approach entails fitting a frequency 
distribution to time series of annual precipitation maxima from a set of 
multiple stations within a region, rather than fitting the data from a single 
station to an individual distribution. The strength of this method is in the 
regionalization, allowing for a larger sampling pool of data points and a 
more robust fit to the probability distribution, resulting in estimates of 
extreme quantiles that are considerably less variable than at-site estimates 
(e.g., Lettenmaier et al. 1987). Data originated from National Climatic 
Data Center (NCDC) hourly precipitation archives and were extracted 
using commercial software provided by Earth Info, Inc. Stations selected 
for the analysis are shown in Figure 1 and listed in Table 1. The minimum 
requirement for inclusion was a reported period of record of 40 years. 
Years with more than 40% missing data in the fall and winter months were 
removed from the analysis, since precipitation events during these two 
seasons have the highest probabilities of being annual maxima, and so the 
precipitation that was recorded could misrepresent that year’s true annual 
maximum. 
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A basic premise of regional frequency analysis is that all sites within a 
region can be described by a common probability distribution after site data 
are divided by their at-site means. These common probability distributions 
are referred to as regional growth curves. Design storms at individual sites 
can then be calculated by reversing the process, multiplying the regional 
growth curves by at-site means. The approach provides the advantage of 
greater sample sizes, which allow for more reliable estimation of long 
return-period events even if individual records are otherwise too short.  
Annual maximum precipitation depths for multiple durations (1, 2, 
3, 6, 12, and 24 hours; and 2, 5, and 10 days) were identified for each 
station and combined into pools in order to calculate regional L-moment 
parameters (Fowler and Kilsby 2003; Hosking and Wallis 1997). These 
parameters were then used to fit data to Generalized Extreme Value (GEV) 
distributions and to generate regional growth curves. We then analyzed for 
any historical trends in precipitation by dividing the precipitation record 
from each region into two 25-year periods (1956–1980 and 1981–2005). 
We investigated a finer division of the data into five 10-year periods, but 
the results were statistically inconclusive and so are not reported here. For 
each of the two 25-year periods, design storm magnitudes were determined 
at Seattle Tacoma (SeaTac), Spokane, and Portland International Airports 
based on the regional growth curves and the means at those stations. A 
bootstrap method (Efron 1979), whereby one year of record was removed 
at a time and growth curves refitted, was used to provide uncertainty 
bounds about the GEV distributions. Changes in design storm magnitudes 
were determined by comparing the distributions from each period. 
Statistical significance for differences in distributions was found using the 
Komolgorov-Smirnov test, for differences in means using the Wilcoxon 
rank-sum test, and for trends in the entire time series using the Mann-
Kendall test, all at a two-sided significance level of 0.05. 

Figure 1. Locations of weather stations 
used in the regional frequency analysis, 
grouped by region.
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Table 1. Stations used in the regional frequency analysis.

Region Station State Co-op 
ID

Reported 
Period

# of Years 
Removed

Sample 
Size

Puget Sound Blaine WA 729 1949–2007 7 52

Burlington WA 986 1949–2007 5 54

Centralia 1W WA 1277 1968–2007 3 37

Everett WA 2675 1949–2007 4 55

McMillin Reservoir WA 5224 1949–2007 14 45

Olympia AP WA 6114 1949–2007 8 51

Port Angeles WA 6624 1949–2007 13 46

Seattle Tacoma AP WA 7473 1949–2007 0 59

Spokane Couer d’Alene ID 1956 1949–2007 20 39

Dworshak Fish Hatchery ID 2845 1967–2007 1 40

Harrington 1 NW WA 3515 1962–2007 5 41

Lind 3 NE WA 4679 1949–2007 5 54

Plummer 3 WSW ID 7188 1949–2007 12 47

Pullman 2 NW WA 6789 1949–2007 6 53

Sandpoint Exp Stn ID 8137 1960–2007 5 43

Spokane Intl AP WA 7938 1949–2007 0 59

Vancouver Colton OR 1735 1949–2007 2 57

Cougar 4 SW WA 1759 1949–2007 3 56

Goble 3 SW OR 3340 1949–2007 2 57

Gresham OR 3521 1949–2007 9 50

Longview WA 4769 1955–2007 10 43

Portland Intl AP OR 6751 1949–2007 0 59

Sauvies Island OR 7572 1949–2007 1 58
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The summarized results (Table 2) present the average of 
changes in design storm magnitudes across all recurrence 
intervals (from 1.01-yr through 100-yr), which generally 
is about the same magnitude of change seen in the 2-year 
events. Changes at SeaTac were consistently positive, with 
the greatest increases seen at the 24-hour and 2-day durations. 
Changes at Spokane were mixed, while changes at Vancouver 
were mostly negative, with the notable exception of the 1- 
and 24-hour durations. None of the changes were found to 
be statistically significant, however, with the exception of the 
2-day and (possibly) 24-hour durations at SeaTac. 
A breakdown of changes by return period is provided for the 
1- and 24-hour durations in Table 3, so chosen because of their 
relevance to urban stormwater infrastructure as indicated in 
Section 1. Included in the table are estimated return periods 
of the 1981–2005 events that are equal in magnitude to the 
1956–1980 events having the return periods indicated in the 
first column. Rainfall frequency curves that illustrate the 
changes in 1- and 24-hour durations listed in Table 3 are shown 
in Figure 2. Shaded regions represent uncertainty bounds as 
determined by bootstrapping the historical data but do not 
necessarily indicate statistical significance or nonsignificance 
in changes. 
In summary, the last half-century has seen significant increases 
in extreme precipitation in the Puget Sound region, with 
much more ambiguous changes in other parts of the state. For 
changes in the 24-hour duration at SeaTac, which come closest 
to attaining statistical significance, the largest change is seen 
at the 50-year return period, which increases in magnitude 
by 37%. Thus, what was a 50-year storm (i.e., having a 2% 
(1/50) chance of occurring in any given year) from 1956–1980 
became an 8.4-year storm (i.e., having a 12% (1/8.4) chance of 
occurring in any give year) from 1981–2005, and is thus about 
six times as likely to occur. These results suggest that urban 
stormwater systems in the Puget Sound region probably have 
already experienced substantially increased peak discharges 
over the past half-century.

3.2. Precipitation Event Analysis

In addition to changes in extreme precipitation frequency 
distributions, it is also useful to recognize any trends in total 
annual precipitation, and to determine whether such trends are 
due to changes in storm frequency, storm intensity, or both. 
An analysis to determine these trends was performed on the 
NCDC precipitation data by adapting the method of Karl and 
Knight (1998), which requires a continuous precipitation 
record for its application. Thus, we used the single station 
in each of the urban areas analyzed in the previous section 
with the most complete record—the airport gauges at Seattle-
Tacoma, Spokane, and Portland. Each had a common period 

SeaTac Spokane Portland

1-hour

KS
rank-sum

MK

+7.2%

0.877
0.547
0.192

-1.0%

0.124
0.272
0.892

+4.4%

0.237
0.217
0.137

2-hour

KS
rank-sum

MK

+10.0%

0.877
0.534
0.184

-5.2%

0.649
0.409
0.800

-5.3%

0.990
0.846
0.926

3-hour

KS
rank-sum

MK

+14.2%

0.124
0.398
0.166

+0.3%

0.877
0.683
0.704

-6.6%

0.414
0.491
0.404

6-hour

KS
rank-sum

MK

+12.7%

0.649
0.438
0.199

+0.7%

0.414
0.600
0.926

-8.2%

0.237
0.130
0.141

12-hour

KS
rank-sum

MK

+18.7%

0.237
0.187
0.226

+14.9%

0.237
0.151
0.070

-5.2%

0.124
0.095
0.113

24-hour

KS
rank-sum

MK

+24.7%

0.237
0.052
0.140

+6.9%

0.649
0.567
0.584

+1.9%

0.414
0.332
0.302

2-day

KS
rank-sum

MK

+22.3%

0.124
0.023
0.038

+2.9%

0.990
0.923
0.781

-6.6%

0.414
0.151
0.185

5-day

KS
rank-sum

MK

+13.4%

0.237
0.082
0.276

-10.1%

0.124
0.146
0.161

-5.0%

0.649
0.362
0.361

10-day

KS
rank-sum

MK

+7.3%

0.124
0.146
0.303

-3.9%

0.877
0.541
0.503

-9.7%

0.237
0.146
0.155

Table 2. Changes in average fitted annual maxima between 
1956–1980 and 1981–2005, as determined by the regional 
frequency analysis at SeaTac, Spokane, and Portland Airports.  
Kolmogorov-Smirnov (top), Wilcoxon rank-sum (middle), 
and Mann-Kendall (bottom) p-values are provided in italics.  
Those p-values found to be significant at a two-sided α of 
0.05 are indicated in bold.  
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of record from January 1, 1949 to December 31, 2007, for a total of 59 
years.  
The central concept in this approach is that once trends in total annual 
precipitation are determined, the relative influence of changes in event 
frequency and changes in event intensity can be identified. Trends in 
event frequency can be determined by defining a precipitation event as 
any nonzero accumulation over a specified time interval, and tallying 
their number in each period. The remainder of the trends in total annual 
precipitation can then be attributed to the trends in event intensity, defined 
as the amount of precipitation in a given event. 
This approach provides the additional advantage of determining whether 
changes were due to trends in light precipitation events, trends in heavy 
precipitation events, or both. This is a consequence of breaking down each 
rainfall record into multiple intervals based on event magnitude. For this 
study, an event was defined as any measurable precipitation over a 24-
hour period (midnight-to-midnight), although this requires an assumption 
that any day with nonzero precipitation is a single “event” (even though 
a single storm may have spanned the division between two days while 
lasting less than 24 hours, or there could have been two events in one day 
separated by one or more hours of no rain).

Return 
Period 
(yrs)

1-hour Storm 24-hour Storm

SeaTac Spokane Portland SeaTac Spokane Portland

2
+3.6%

1.8

+7.7%

1.7

+3.8%

1.8

+22.8%

1.4

+8.7%

1.6

-2.2%

2.1

5
+3.5%

4.4

+2.9%

4.5

+4.5%

4.2

+30.2%

2.1

+7.5%

3.6

+5.3%

4.1

10
+5.8%

8.1

-3.1%

11.3

+5.0%

8.0

+33.3%

3.0

+5.9%

7.4

+10.3%

6.5

25
+11.0%

16.7

-12.6%

45.0

+5.7%

19.0

+35.8%

5.3

+3.4%

20.4

+16.8%

11.8

50
+16.2%

27.9

-20.2%

140.0

+6.3%

36.8

+37.0%

8.4

+1.2%

46.3

+21.7%

18.1

Average

KS
rank-sum

MK

+7.2%

0.877
0.547
0.192

-1.0%

0.124
0.272
0.892

+4.4%

0.237
0.217
0.137

+24.7%

0.237
0.052
0.140

+6.9%

0.649
0.567
0.584

+1.9%

0.414
0.332
0.302

Table 3. Distribution of changes in fitted 1- and 24-hour annual maxima from 1956–1980 to 1981–2005 
at SeaTac, Spokane, and Portland Airports.  Numbers in italics represent the return periods of the 1981–
2005 events that are equal in magnitude to the 1956-1980 events having the return periods indicated 
in the first column.  As an example, for the 1-hour storm at SeaTac, the 25-year event from 1956 to 1980 
[having a 4% (1/25) chance of occurring in any given year] became a 16.7-year event from 1981 to 
2005 [having a 6% (1/16.7) chance of occurring in any given year].  Average changes across all return 
periods are provided at the bottom, matching those reported in Table 2, with Kolmogorov-Smirnov 
(top), Wilcoxon rank-sum (middle), and Mann-Kendall (bottom) p-values provided in italics.  None of the 
changes were found to be significant at a two-sided α of 0.05.
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Figure 2. Changes in fitted 1- and 24-hour annual maximum distributions from 1956–1980 to 1981–2005.  Uncertainty bounds 
as determined by a bootstrap method are indicated by the shaded areas.  None of the changes were found to be significant at a 
two-sided a of 0.05, although the Wilcoxon rank-sum statistic for 24-hour distributions at SeaTac was significant at a two-sided 
a of 0.10.  Changes at specific return periods are provided in Table 3. 

CHAPTER 9: Stormwater Infrastructure 321



The analysis is performed by first calculating both the total precipitation 
and the number of “events” for each year (as defined above), ranking those 
events from lowest to highest, and dividing them into 20 class intervals 
that each contain 1/20 of the total number of events for that year. Thus the 
first class interval is assigned the 5% of events with the lowest daily totals, 
the second class interval is assigned the 5% of events with the next lowest 
daily totals, etc. For each class, the average long-term precipitation per 
event (event intensity) is then calculated, and the trend in precipitation due 
to the trend in event frequency is calculated as: 

where is the average long-term event intensity and is the percent change 
in the frequency of events, as determined by the slope of the linear 
regression line through a scatter plot of number of events vs. year. The 
trend in precipitation due to the trend in the annual intensity of events is 
then calculated as a residual using the expression: 

where is the percent change in total precipitation, as determined by the slope 
of the linear regression line through a scatter plot of total precipitation versus 
year. Median and highest precipitation events are calculated regardless of 
class for each year, and trends again are determined by the slopes of their 
respective regression lines. All trends are divided by average values and 
multiplied by the 59-year period of analysis. 
Results of the analysis are summarized at the annual level for all three 
stations in Table 4. Trends were tested for significance using the Mann-
Kendall test at a two-sided significance level of 0.05. Although none 

SeaTac Spokane Portland

Average annual number of events 154.5 110.2 152.1

Average annual precipitation (in) 38.2 16.5 36.6

Trend in annual precipitation
MK

-8.9 %
0.219   

-13.0 %
0.055

-8.3 %
0.202

…due to trend in event frequency
MK

-9.3 %
0.056

-11.9 %
0.052

-2.6 %
0.843

…due to trend in event intensity
MK

+0.4 %
0.628

-1.1 %
0.433

-5.7 %
0.239

Trend in annual median event intensity
MK

+4.6 %
0.917

-1.4 %
0.437

-2.7 %
0.420

Trend in annual maximum event intensity
MK

+39.0 %
0.174

+9.1 %
0.527

-2.3 %
0.798

Table 4. Results of the precipitation event analysis from 1949 to 2007.  Trends in annual 
precipitation are provided for the 59-year period as a percentage of the average annual 
precipitation, as are the portions of these trends due to trends in event frequency and 
event intensity.  Trends in annual median and maximum event intensity are provided as a 
percentage of their respective long-term averages.  Mann-Kendall p-values are provided in 
italics; none of the trends were found to be significant at a two-sided α of 0.05.  An “event” is 
defined as any day with measurable (nonzero) precipitation.
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were found to be significant, trends were consistently negative for total 
precipitation and event frequency, and mostly negative for event intensity. 
As an example, at Spokane, total annual precipitation has decreased by 
13.0% since 1949; 11.9% of this decrease was due to a decrease in event 
frequency, and the remaining 1.1% of this decrease was due to a decrease 
in event intensity. Trends in median event intensity were mixed, however, 
while trends in maximum event intensity were mostly positive.
Distributions of annual trends by class are presented in Figure 3, with 
the class interval containing the smallest 5% of events to the left of each 
graph and the class interval containing the largest 5% of events (i.e., 
extreme events) to the right. The sums of the trends in each class equal 
the cumulative values reported in Table 4. At SeaTac, for example, despite 
mostly negative trends in intensity for the lowest 19 class intervals, a 
relatively large increasing trend in the intensity of the extreme class interval 
causes the cumulative trend for intensity to be slightly positive. A closer 
inspection of the data behind these results at SeaTac reveals that 3 of the 4 
highest 1-day totals since 1949 have occurred in the last five years.

Figure 3. Distribution of trends reported in Table 4.  At left are trends in annual precipitation; at center, the 
portion of the trends in annual precipitation due to trends in event frequency; at right, the portion of the trends in 
annual precipitation due to trends in event intensity.  An “event” is defined as any day with measurable (nonzero) 
precipitation.   Trends for individual class intervals are represented by the bars in each graph, with the class 
interval containing the smallest 5% of events at left and the class interval containing the largest 5% of events at 
right.  Values above each graph show cumulative trends across all 20 class intervals.
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3.3. Exceedance-Over-Threshold Analysis

In addition to the regional frequency and precipitation event analyses, 
examining the number of events exceeding a given threshold (e.g., 0.1 in, 
0.2 in, etc.) throughout a precipitation record can provide more detailed 
information on historical changes in frequency. Such an “exceedance-
over-threshold” analysis, distinct from a peak-over-threshold approach 
which then uses the magnitudes of these events to estimate design storms, 
was conducted for the three stations examined in Section 3.2. All recorded 
nonzero daily precipitation totals were again treated as single events. 
Trends were determined by linear regression and expressed as a percentage 
of the average annual number of exceedances over the 59-year period. The 
Mann-Kendall test was again employed to test for statistical significance 
at a two-sided significance level of 0.05. 
As found in the precipitation event analysis, trends in the frequencies of 
exceedance (Table 5) were negative across all thresholds, suggesting a 
modest overall decrease in the number of rain events consistent with the 
decrease in event frequency found in Section 3.2. Statistically significant 
trends were found for events exceeding several of the thresholds, such as 
0.2” at SeaTac displaying a 15% decrease over the 59-year period. This 
particular analysis does not consider exceedances of thresholds larger than 
0.5” due to the small numbers of these that occur annually, which preclude 
any meaningful interpretation of trends regarding more extreme events. 

3.3.1. Summary

Although the three components of the historical precipitation analysis 
demonstrate a high degree of variability in both time and space, a few 
patterns emerge from these analyses:

Results of the regional frequency analysis, which evaluated annual 1.	
maxima, indicate consistently positive changes in precipitation 
extremes in the Puget Sound region, with significant increases 
occurring in 24-hour and 2-day storms. Results from Spokane and 
Portland-Vancouver, however, are more variable, and none of the 
changes in these regions are statistically significant. 
Trends in the precipitation event and peak-over-threshold analyses 2.	
are consistently negative in all three regions for both total 
precipitation and event frequency, though most are nonsignificant. 
Overall, the rainfall record of the Puget Sound region suggests 3.	
that total annual precipitation has decreased, but the magnitude 
of large, low-frequency events has increased across all durations. 
Spokane displays a similar pattern in total annual precipitation, but 
a less pronounced pattern in changes in event magnitude, which 
vary in sign depending on storm duration. Portland–Vancouver, in 
contrast, displays decreases in both total annual precipitation and 
extreme event magnitudes at most durations. The only statistically 
significant change with relevance to stormwater infrastructure, 
however, is the increase in magnitude of 24-hour extremes in the 
Puget Sound region.
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4. Modeled Trends in Future Extreme Precipitation

Urban watersheds are small and commonly provide rapid surface flow 
paths for runoff, thus responding very quickly to even short-duration 
events (Leopold 1968). Their discharge records reflect the influence of 
individual storm cells and localized bands of high-intensity rainfall, which 
can sometimes produce runoff responses that vary greatly over just a few 
kilometers (Gerstel et al. 1997). Thus the raw output from Global Climate 
Models (GCMs), on which most assessments of future climate are based, 
is not directly useable because the model grid resolution (100s of km) is 
much too coarse.  For Washington State, however, two regional climate 
model simulations were performed to downscale the GCM output into 
hourly precipitation with spatial resolutions of 20 and 36 km (Leung et 
al. 2006; Salathé et al. 2008; Salathé et al. 2009, this report). Although 
these spatial and temporal scales are not ideal for capturing the behavior 
of urban runoff response, the use of nested model simulations to estimate 
annual maximum series of precipitation (as opposed to peak-over-
threshold extremes only) represents a significant advance in our ability to 
understand precipitation at the local scales at which watersheds respond 
to intense rainfall. 
The two regional climate model (RCM) simulations used here and described 
in Salathé et al. (2009, this report) use different IPCC (2007) GCM outputs 
as their boundary conditions. Because the RCM runs are linked via their 
boundary conditions to different GCMs that each predict future climate 
differently, and that also use slightly different global emissions scenarios, 
it is expected that they will also differ in their projections of future climate. 
Ideally, a multimodel ensemble at the regional scale, paralleling that being 
used for regional hydrologic analysis (e.g., Vano et al. 2009a, b, this report), 
would be available for our analyses. At present, however, this strategy 

0.1” 0.2” 0.3” 0.4” 0.5”

SeaTac -10.9% -15.0% -15.8% -13.1% -12.4%

MK 0.094 0.039 0.045 0.148 0.161

Max 121 87 61 46 39

Min 68 40 25 12 9

Spokane -14.8% -15.1% -21.2% -23.9% -17.7%

MK 0.022 0.123 0.074 0.168 0.244

Max 76 46 27 17 11

Min 38 19 8 2 2

Portland -4.2% -8.8% -13.3% -16.1% -18.9%

MK 0.356 0.153 0.038 0.141 0.187

Max 116 92 69 51 41

Min 65 37 22 14 9

Table 5. Results of the exceedance-over-threshold analysis from 1949 to 2007.  Trends 
in the annual number of events exceeding the specified thresholds are provided for the 
59-year period as a percentage of the average annual number of respective exceedances.  
Mann-Kendall p-values are provided in italics; those found to be significant at a two-sided 
α of 0.05 are indicated in bold.  An “event” is defined as any day with measurable (nonzero) 
precipitation.   

CHAPTER 9: Stormwater Infrastructure 325



is not computationally feasible (each RCM simulation required several 
months of computer time). Thus the results presented here can offer a 
sense of the likely direction and general magnitude of future changes in 
precipitation extremes, but reducing their substantial uncertainties must 
await additional RCM simulations that can be linked to the many other 
GCMs presently in existence.

4.1. RCM Summary

The two global climate models (GCMs) that were used to provide boundary 
conditions for the RCM simulations were the Community Climate System 
Model version 3.0 (CCSM3) under the A2 emissions scenario, and the Max 
Planck Institute’s ECHAM5 under the A1B emissions scenario (Table 6). 
During the first half of the 21st century, atmospheric CO2 concentrations 
are similar in both the A2 and the A1B emissions scenarios, and so 
differences in the RCM simulation results are most likely expressions of 
differences in the GCMs. Slight differences in spatial resolution may also 
influence these results, but they have not been systematically explored to 
date. Both CCSM3 and ECHAM5 are considered to be in the middle of the 
range of existing GCMs in their projections of precipitation for the Pacific 
Northwest (Mote et al. 2005).

The RCM employed to downscale both GCMs was the Advanced Research 
Weather Research and Forecasting (WRF) mesoscale climate model. 
The CCSM3/A2 WRF simulation was performed on a grid spacing of 
20 km, while the ECHAM5/A1B WRF simulation had a grid spacing of 
36 km. Both simulations were used to simulate hourly precipitation data 
for the time periods 1970–2000 (the “historical” period) and 2020–2050 
(the “future” period). Annual maxima were derived from these “raw” 
data at grid points near each of the three airports in the urban regions of 
Washington State (SeaTac, Spokane, and Portland). Statistical significance 
for differences in distributions was found using the Komolgorov-Smirnov 
test, for differences in means using the Wilcoxon rank-sum test, and for 
trends in the entire time series using the Mann-Kendall test, all at a two-
sided significance level of 0.05. 

IPCC 
Emissions 
Scenario

Global 
Circulation 

Model 
(GCM)

Regional 
Climate 

Model (RCM)

RCM grid spacing 
for Washington State 

simulation

Lat-Long Coordinates 
of RCM output used for 

hydrologic modeling (see 
Figure 4)

A21 CCSM3 WRF 20 km 47.525oN 122.287oW

A1B2 ECHAM5 WRF 36 km 47.500 oN 122.345oW

1A2 simulations performed by Pacific Northwest National Laboratories
2A1B simulations performed by UW-CIG 

Table 6. Summary of emission scenarios, GCMs, and geographic coordinates of the downscaled precipitation 
records used for this study.
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Changes in average annual maxima between the two time periods are 
reported in Table 7. They suggest a likelihood of increasing precipitation 
intensities at all three locations, although their magnitudes vary considerably 
for the simulations. Significant changes were found at SeaTac under both 
simulations, at Spokane under the ECHAM5/A1B simulation for 24-hour 
storms, and at Portland under the CCSM3/A2 simulation for 1-hour storms. 
As in the historical analysis, a breakdown of changes by return period is 
provided for the 1- and 24-hour durations in Tables 8 and 9, respectively. 
Curiously, differences at SeaTac and Spokane for shorter duration storms 
are projected to increase under the CCSM3/A2 simulations but decrease 
under the ECHAM5/A1B simulations.
A closer inspection of results under the CCSM3/A2 simulations revealed 
that the vast majority of modeled future annual maxima are projected to 
occur in the month of November, a finding that was not replicated in the 
ECHAM5/A1B simulations. Quality control checks demonstrated that 
these elevated November projections are indeed present in the underlying 
GCM, but that they originated from the one ensemble member with the 
greatest divergence from the ensemble mean, which indicates more modest 
increases in autumn precipitation. Thus, these particular results must be 
interpreted as the combined influence of systematic climate change and 
internal climate variability. For a more complete discussion, see Salathé et 
al. (2009, this report).
In order to use the simulations to generate realistic estimates of future runoff, 
the raw model output for both periods were bias-corrected and statistically 
downscaled (“BCSD”) to match the rainfall record at the SeaTac Airport 
precipitation gauge, as described in Section 4.2. The resulting sequence of 
hourly precipitation was then used as input to a continuous hydrological 
model to simulate runoff extremes in two urban watersheds in the central 
Puget Sound region (Section 5). 

4.2. Bias Correction and Statistical Downscaling (BCSD) 

Although the raw output from the RCM provides a broadly recognizable 
pattern of rainfall, even a cursory comparison of simulated and gauged 
records shows obvious disparities in both the frequency of rainfall events 
and the total amount of recorded precipitation. For example, from 1970 
to 2000, the CCSM3/A2 simulation at the grid center closest to SeaTac 
Airport resulted in 11,734 hours of nonzero precipitation for a total of 225 
inches during the month of January (annual averages of 379 hours and 
7.3 inches), while the gauges at SeaTac recorded 4144 hours of nonzero 
precipitation for a total of 162 inches (annual averages of 134 hours and 
5.2 inches). The need to remove systematic bias in RCM output has been 
explored by Wood et al. (2002) and Payne et al. (2004), who described 
the framework that was used to perform the bias correction used here, 
refined to be applicable to precipitation extremes. For this analysis we 
focused on only one region of Washington State, the central Puget Sound 
region, and we bias-corrected the simulated data month-by-month (rather 
than on an annual basis) to ensure that the dramatic seasonal differences 
that characterize rainfall in western Washington were preserved and 
represented accurately. 
Bias correction was applied to the simulation record for the grid point 
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CCSM3/A2 ECHAM5/A1B

SeaTac Spokane Portland SeaTac Spokane Portland

1-hour
KS

rank-sum
MK

+16.2%
0.014
0.011
0.015

+10.3%
0.120
0.272
0.220

+10.5%
0.120
0.044
0.004

-4.6%
0.944
0.757
0.388

-6.6%
0.062
0.346
0.504

+2.1%
0.363
0.714
0.183

2-hour
KS

rank-sum
MK

+16.9%
0.062
0.013
0.027

+5.9%
0.062
0.163
0.091

+7.0%
0.062
0.076
0.007

-4.3%
0.944
0.811
0.362

-6.4%
0.778
0.473
0.466

+3.9%
0.944
1.000
0.085

3-hour
KS

rank-sum
MK

+17.5%
0.030
0.007
0.020

+6.3%
0.120
0.128
0.044

+6.5%
0.062
0.078
0.009

-4.0%
0.944
0.966
0.395

-5.8%
0.560
0.456
0.416

+2.9%
0.944
1.000
0.174

6-hour
KS

rank-sum
MK

+18.3%
0.120
0.019
0.116

+5.4%
0.216
0.231
0.104

+3.6%
0.062
0.147
0.055

+3.6%
0.560
0.439
0.181

-1.7%
0.560
0.588
0.455

+1.2%
0.998
0.966
0.388

12-hour
KS

rank-sum
MK

+15.9%
0.216
0.076
0.331

+5.5%
0.559
0.536
0.568

-0.5%
0.778
0.545
0.375

+9.1%
0.217
0.121
0.106

+12.1%
0.062
0.065
0.080

+2.1%
0.778
0.811
0.331

24-hour
KS

rank-sum
MK 

+18.7%
0.216
0.052
0.291

+3.9%
0.778
0.944
0.875

+4.8%
0.363
0.346
0.356

+14.9%
0.006
0.022
0.045

+22.2%
0.013
0.023
0.049

+2.0%
0.778
0.933
0.560

2-day
KS

rank-sum
MK

+11.2%
0.120
0.143
0.331

+4.2%
0.363
0.855
0.789

+2.0%
0.363
0.318
0.362

+13.8%
0.030
0.034
0.072

+16.0%
0.363
0.159
0.123

+3.1%
0.560
0.844
0.932

5-day
KS

rank-sum
MK

+6.3%
0.559
0.318
0.618

+3.2%
0.944
0.933
0.799

+9.0%
0.120
0.181
0.114

+12.2%
0.120
0.050
0.123

+8.8%
0.560
0.278
0.302

+4.6%
0.944
0.833
0.585

10-day
KS

rank-sum
MK

+9.0%
0.216
0.177
0.572

+2.3%
0.944
0.704
0.971

+7.5%
0.363
0.200
0.145

+7.2%
0.216
0.190
0.322

+8.9%
0.120
0.200
0.229

+11.5%
0.363
0.402
0.531

Table 7. Changes in the average modeled empirical annual maxima from 2020 to 2050 
relative to the average modeled empirical annual maxima from 1970 to 2000, using raw RCM 
data.  Kolmogorov-Smirnov (top), Wilcoxon rank-sum (middle), and Mann-Kendall (bottom) 
p-values are provided in italics.  Those p-values found to be significant at a two-sided α of 0.05 
are indicated in bold.  
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Return 
Period 
(yrs)

CCSM3/A2 ECHAM5/A1B

SeaTac Spokane Portland SeaTac Spokane Portland

2
+16.7%

1.3

+6.4%

1.7

+15.6%

1.3

-1.1%

2.1

-8.6%

2.6

-0.7%

2.0

5
+15.8%

2.6

+5.1%

4.3

+8.7%

3.2

-5.5%

6.4

-10.1%

7.4

+4.3%

4.2

10
+15.2%

4.7

+7.1%

8.1

+3.3%

7.9

-8.9%

16.1

-9.2%

14.5

+7.9%

6.9

25
+14.3%

11.1

+12.6%

17.5

-3.9%

36.3

-13.4%

56.8

-6.2%

32.0

+13.1%

13.1

50
+13.7%

21.9

+18.7%

30.3

-9.4%

149.2

-16.8%

153.3

-2.8%

55.9

+17.2%

20.9

Average

KS
rank-sum

MK

+16.2%

0.014
0.011
0.015

+10.3%

0.120
0.272
0.220

+10.5%

0.120
0.044
0.004

-4.6%

0.944
0.757
0.388

-6.6%

0.062
0.346
0.504

+2.1%

0.363
0.714
0.183

Table 8. Distribution of changes in fitted 
1-hour annual maxima from 1970-2000 to 
2020-2050, using raw RCM data.  Numbers 
in italics represent the return periods 
of the 1981-2005 events that are equal 
in magnitude to the 1956–1980 events 
having the return periods indicated in the 
first column.  Average changes across all 
return periods are provided at the bottom, 
matching those reported in Table 7, with 
Kolmogorov-Smirnov (top), Wilcoxon rank-
sum (middle), and Mann-Kendall p-values 
(bottom) provided in italics.  Those p-values 
found to be significant at a two-sided α of 
0.05 are indicated in bold.

Return 
Period 
(yrs)

CCSM3/A2 ECHAM5/A1B

SeaTac Spokane Portland SeaTac Spokane Portland

2
+13.5%

1.4

-4.4%

2.3

+9.9%

1.6

+20.8%

1.3

+15.3%

1.5

-3.1%

2.2

5
+13.1%

3.2

-2.8%

5.5

+5.9%

3.7

+18.5%

2.3

+28.7%

2.2

+1.9%

4.6

10
+16.7%

5.4

+3.1%

9.0

+1.5%

8.9

+13.7%

4.4

+38.5%

3.0

+7.3%

7.1

25
+24.3%

9.9

+15.0%

14.9

-4.8%

46.9

+5.9%

14.5

+52.1%

4.2

+16.0%

11.3

50
+32.1%

14.9

+27.0%

20.4

-9.5%

335.4

-0.5%

53.0

+63.0%

5.3

+23.6%

15.1

Average

KS
rank-sum

MK

+18.7%

0.216
0.052
0.291

+3.9%

0.778
0.944
0.875

+4.8%

0.363
0.346
0.356

+14.9%

0.006
0.022
0.045

+22.2%

0.013
0.023
0.049

+2.0%

0.778
0.933
0.560

Table 9. Distribution of changes in fitted 
24-hour annual maxima from 1970–2000 to 
2020–2050, using raw RCM data.  Numbers 
in italics represent the return periods of 
the 2020–-2050 events that are equal 
in magnitude to the 1970–2000 events 
having the return periods indicated in the 
first column.  Average changes across all 
return periods are provided at the bottom, 
matching those reported in Table 7, with 
Kolmogorov-Smirnov (top), Wilcoxon rank-
sum (middle), and Mann-Kendall (bottom) 
p-values provided in italics.  Those p-values 
found to be significant at a two-sided α of 
0.05 are indicated in bold. 
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from each of the two downscaled hourly WRF time series (1970–2000 
and 2020–2050) that was closest to SeaTac Airport (Figure 4). For the 
RCM run forced by the CCSM3/A2 simulation (hereafter referred to as 
the “CCSM3” run), the grid point employed was 47.525oN, 122.287oW, 
corresponding to a location about 9 km NNE of SeaTac Airport. For the 
RCM run forced by the ECHAM5/A1B simulation (hereafter referred to as 
the “ECHAM5” run), the grid point employed was 47.500°N, 122.345°W, 
corresponding to a location about 7 km NNW of SeaTac Airport. For 
purposes of comparison, a separate bias correction was performed for each 
run at their next gridpoint to the south; results were very similar and are 
not reported here.

The bias correction procedure is based on probability mapping as described 
by Wilks (2006). The underlying principle acknowledges biases in RCM-
simulated climate but anticipates that the simulation data may still provide 
useful signals if interpreted relative to the RCM climatology rather than the 
observed climatology (Wood et al. 2002). The monthly data for grid nodes 

Figure 4. Locations of the two 
gridpoints used for BCSD, shown in 
relation to SeaTac Airport and the 
Thornton Creek and Juanita Creek 
watersheds (see Section 5).
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were thus corrected so that they had the same probability distributions as 
the observed data from SeaTac airport, which were the same data used in 
the historical analyses described in Section 3. 
The first step in the bias-correction procedure was to truncate simulated 
data for the 1970–2000 period so that each month had the same number of 
nonzero hourly values as the observed data from the SeaTac gauge. This 
was done to correct for the smooth manner in which the RCM simulates 
precipitation, which creates an unrealistically high number of miniscule 
hourly observations (what has been termed the “climate model drizzle 
problem”). Simulated data for the future period (2020–2050) were similarly 
truncated, using the same threshold hourly values resulting from matching 
the number of nonzero past values to that which was observed. Thus, using 
the example provided above, the 7590 (i.e., 11,734-4144) hours containing 
the smallest amounts of nonzero precipitation were eliminated from the 
1970–2000 simulated record for the month of January, coinciding with a 
truncation threshold of 0.012 inches
The procedure was performed first for the historical period and then for 
the future period of each RCM run. In the example of January non-zero 
rainfall days, any hour during the month of January during the 2020–2050 
simulated record with a nonzero precipitation of less than 0.012 inches 
was eliminated (6824 out of 10,322 hours). This process was repeated for 
each month Bias correction was then achieved by replacing RCM values 
with values having the same nonexceedence probabilities, with respect to 
the observed climatology, that the original RCM values had with respect 
to the RCM climatology (where the climatology is defined from the 
historical period of each data set). Monthly totals were first calculated 
(by year), and Weibull plotting position was employed to map those totals 
from the simulated empirical cumulative distribution function (eCDF) to 
monthly totals from the observed eCDF. Simulated hourly values were 
then rescaled to add up to the new monthly totals. These new hourly values 
were then mapped from their eCDF to the hourly values from the observed 
eCDF, and once again rescaled to add up to the monthly totals derived in 
the first mapping step. Values that fell outside the range of the simulated 
climatology, but within 3.5 standard deviations of the climatological 
mean, were corrected by assuming a lognormal distribution. Those that 
fell outside of 3.5 standard deviations of the climatological mean were 
corrected by simply scaling the mean of the observed climatology by its 
ratio with the mean of the simulated climatology. 
Results of the bias-correction procedure were again tested for significance 
using the Komolgorov-Smirnov, Wilcoxon rank-sum, and Mann-Kendall 
tests at a two-sided a of 0.05. Overall, average biases in empirical annual 
maxima were reduced from -22.2% to +3.1% for the ECHAM5 run, and 
from +9.6% to +2.5% for the CCSM3 run (Table 10). Changes in the raw 
annual maxima between the 1970–2000 and 2020–2050 periods were 
largely preserved, although the procedure did have the effect of making 
some of the changes under the CCSM3/A2 simulation more statistically 
significant. Under the ECHAM5 run, the corrected empirical annual 
maxima display a decrease between the two 30-year periods by an average 
of 5.8 to 6.3% for 1-, 2-, and 3-hour durations, and an increase of 2.3 to 
14.1% for the remaining durations. Under the CCSM3 run, the corrected 
empirical annual maxima show an increase of 13.7 to 28.7% across all 
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CCSM3/A2 ECHAM5/A1B

Bias Change Bias Change

Raw Cor Raw Cor Raw Cor Raw Cor

1-hour
KS

rank-sum
MK

-19.2% -7.3%

+16.2%
0.014
0.011
0.015

+14.3%
0.002
0.013
0.003

-33.2% -13.4%

-4.6%
0.944
0.757
0.388

-6.3%
0.944
0.554
0.799

2-hour
KS

rank-sum
MK

-2.6% +4.1%

+16.9%
0.062
0.013
0.027

+22.8%
0.001
0.001
0.001

-21.2% +3.9%

-4.3%
0.944
0.811
0.362

-5.8%
0.998
0.612
0.623

3-hour
KS

rank-sum
MK

+2.4% +6.2%

+17.5%
0.030
0.007
0.020

+23.7%
0.002
0.000
0.001

-17.3% +11.8%

-4.0%
0.944
0.966
0.395

-6.3%
0.778
0.573
0.536

6-hour
KS

rank-sum
MK

+8.8% +6.6%

+18.3%
0.120
0.019
0.116

+24.3%
0.030
0.005
0.044

-17.3% +12.8%

+3.6%
0.560
0.439
0.181

+2.3%
0.363
0.508
0.185

12-hour
KS

rank-sum
MK

+12.7% +4.4%

+15.9%
0.216
0.076
0.331

+24.2%
0.030
0.009
0.155

-20.6% +6.8%

+9.1%
0.217
0.121
0.106

+8.3%
0.216
0.151
0.080

24-hour
KS

rank-sum
MK

+11.0% -1.9%

+18.7%
0.216
0.052
0.291

+28.7%
0.013
0.003
0.085

-22.7% +3.4%

+14.9%
0.006
0.022
0.045

+14.1%

0.02
0.040
0.034

2-day
KS

rank-sum
MK

+19.4% -1.1%

+11.2%
0.120
0.143
0.331

+24.0%
0.013
0.004
0.099

-22.7% +1.2%

+13.8%
0.030
0.034
0.072

+14.1%
0.006
0.023
0.033

5-day
KS

rank-sum
MK

+29.0% +7.1%

+6.3%
0.559
0.318
0.618

+13.7%
0.216
0.069
0.437

-22.4% +1.1%

+12.2%
0.120
0.050
0.123

+11.5%
0.062
0.054
0.072

10-day
KS

rank-sum
MK

+25.1% +4.6%

+9.0%
0.216
0.177
0.572

+18.0%
0.002
0.010
0.078

-22.4% +0.3%

+7.2%
0.216
0.190
0.322

+7.8%
0.216
0.168
0.193

Average +9.6% +2.5% - - -22.2% +3.1% - -

Table 10. Results of the bias-correction procedure for both RCM runs at SeaTac. The reported biases are 
those of the average modeled empirical annual maxima (both raw and corrected) relative to the average 
observed empirical annual maxima from 1970 to 2000. The reported changes are those of the average 
modeled empirical annual maxima from 2020 to 2050 relative to the average modeled empirical annual 
maxima from 1970 to 2000, using both raw and corrected data.  Kolmogorov-Smirnov (top), Wilcoxon 
rank-sum (middle), and Mann-Kendall (bottom) p-values are provided in italics.  Those p-values found to 
be significant at a two-sided α of 0.05 are indicated in bold.  
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durations. Time series of 24-hour annual maxima resulting from the bias-
corrected data are plotted alongside those resulting from observed data in 
Figure 5. As shown, the means and ranges of the simulated data generally 
match those of the observed data from 1970 to 2000. The plots illustrate the 
wide interannual variation in annual maxima, which is not well captured in 
summary statistics like changes in means. 
The results from our analysis of historical precipitation trends (Section 
3) affirm an increase in the intensity of extreme events in the Seattle-
Tacoma area. The magnitude of observed increases for the 24-hour 
storm over the past 50 years (24.7%) is comparable to the magnitudes of 
projected increases for the same duration over the next 50 years (14.1 to 
28.7%, depending upon the data employed), all of which are statistically 
significant to some degree. This has potential implications for stormwater 
management, which is explored more directly in the next section.

5. Prediction of Future Changes in Urban Flood Extremes

Although our historical analysis focused on changes in precipitation 
across major urban areas of Washington State, the direct relevance of these 
changes to stormwater infrastructure is best displayed through predictions 
of future streamflows. As case studies, we selected two Seattle-area 
watersheds (Figure 4), Thornton Creek in the City of Seattle and Juanita 
Creek in the City of Kirkland and adjacent unincorporated King County, 
because they encompass physical and land-use characteristics typical of the 
central Puget Lowland. The Thornton Creek watershed is Seattle’s largest 
watershed, with approximately 28.7 km2 (11.1 mi2) of mixed commercial 
and residential land use. Juanita Creek is a mixed-land-use 17.6 km2 (6.8 
mi2) watershed that drains to the eastern shore of Lake Washington; its 
land cover is 34% effective impervious with 30% forest cover. 
Hydrologic simulations of streamflows in these two watersheds were 
generated by the Hydrologic Simulation Program-Fortran (HSPF; Bicknell 
et al. 1996). HSPF, which was developed under contract to and is maintained 
by the U.S. Environmental Protection Agency, is a lumped-parameter 
model that simulates discharge at user-selected points along a channel 
network from a time series of meteorological variables (notably, rainfall, 
temperature, and solar radiation) and a characterization of hydrologic 
variables (such as infiltration capacity and soil water-holding capacity) 
that are typically averaged over many hectares or square kilometers. HSPF 
has enjoyed widespread application across western Washington since its 
first regional application in the mid-1980s (King County 1985), and the 
procedures for model set-up, initial parameter selection, and calibration 
are well established for the region (Dinicola et al. 1990, 2001).
The BCSD precipitation data for the periods 1970–2000 and 2020–
2050, using the RCM grid points previously discussed (see Section 4.2; 
Table 6 and Figure 4), were input to HSPF to reconstitute historical 
streamflows and predict future streamflows in the Thornton Creek and 
Juanita Creek watersheds. Since the inputs to the hydrologic model for 
the two periods differed only in precipitation, any attribute of an altered 
hydrologic response that is not driven predominantly by rainfall (e.g., 
the dependence of low-flow extremes on evapotranspiration rates) would 
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Figure 5. 24-hour annual maxima resulting from the bias-corrected data plotted on top 
of 24-hour annual maxima resulting from the observed data at SeaTac.  As shown, the 
ranges and means of the simulated data generally match those of the observed data for 
the historical period (1970–2000).
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not be plausibly represented and have not been explored here. These two 
case studies, however, offer some guidance on whether predicted runoff 
changes in urban and suburban areas present any critical areas of concern 
for stormwater managers.

5.1. Results

To parallel the approach of the BCSD analysis, HSPF was first employed 
to evaluate differences in 1970–2000 simulated flows as forced by both 
the historical rainfall record and the BCSD rainfall. Results from both 
the Thornton Creek and Juanita Creek modeling runs suggest streamflow 
biases of the same magnitude or less than those from the direct comparison 
of observed and simulated rainfall records (see Tables 11, 12, 13 and 
Figure 6). For the exploratory purposes that motivated the modeling, these 
differences were judged acceptable. 
Streamflows were then simulated for both watersheds and each of the 
two RCM runs using the BCSD rainfall for the periods 1970–2000 and 
2020–2050. Log-Pearson Type 3 distributions were fitted to the resulting 
annual maxima, and changes were tested for statistical significance using 
the Komolgorov-Smirnov, Wilcoxon rank-sum, and Mann-Kendall tests 
at a two-sided a of 0.05. Results at the mouths of both watersheds (Tables 
11 and 12) indicate increases in streamflows for both RCM runs and all 
recurrence intervals. While these increases are more muted at the mouth of 
Juanita Creek, this is most likely the consequence of an extensive wetlands 
complex that serves to attenuate peak flows in that watershed.
Despite this relative uniformity, however, not every scenario is equally 
consistent. Statistically significant results using CCSM3-generated 
precipitation are systematically greater than those using ECHAM5, which 
are not significant. In addition, in the HSPF results for Kramer Creek, 
a 45-ha (120-ac) mixed commercial and residential subwatershed that 
constitutes less than 2% of the Thornton Creek watershed area, simulated 
changes in peak flow conflict in sign between the two scenarios.  For the 
CCSM3-driven simulations, 2-yr through 50-yr peak flows are projected 
to rise by as much as 25% while the ECHAM5-driven simulations mostly 
indicate small declines (Table 13). Although only a single example, these 
are dramatically different, even contradictory results, suggesting that the 
present state of understanding is still highly uncertain, at least for small 
urban drainage basins of this scale. 
We have explored predicted changes under both RCM runs for additional 
flow metrics beyond simply peak annual discharge, using selected indices 
of hydrologic alteration (IHA) that have likely ecological influence 
(Konrad and Booth 2002; Richter et al. 1996). These indices are generally 
grouped into those that assess the time of year for average or extreme 
flow events, the frequency and duration of flow pulses, and the rate and 
frequency of change in flow conditions. In general, these metrics did not 
change between the two modeled time intervals nearly as much as did 
the peak annual discharge (e.g., Table 11). As an example, the results on 
Juanita Creek for a “time-of-year” metric, the high pulse start date (Figure 
7), are similar to most of the others: only modest differences are apparent 
between the two scenarios, and very limited differences between the two 
simulation periods. 
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Return
Interval

(yrs)

CCSM3-WRF ECHAM5-WRF

Peak 
Flow 

Quantiles
1970-
2000
(cfs)

% Diff 
with 
Obs 

Peak 
Flow 

Quantiles
2020-
2050
(cfs)

Change
From
1970-
2000

Peak 
Flow 

Quantiles
1970-
2000
(cfs)

% Diff 
with 
Obs 

Peak 
Flow 

Quantiles
2020-
2050
(cfs)

Change
From
1970-
2000

2 230 +6% 289 +25% 224 +3% 252 +13%

5 285 +3% 358 +25% 287 +4% 318 +11%

10 318 +1% 400 +26% 330 +4% 358 +9%

25 358 -3% 451 +26% 383 +4% 405 +6%

50 386 -5% 488 +26% 424 +4% 438 +3%

KS
rank-sum

MK

0.030
0.002
0.040

0.216
0.147
0.056

Table 11. Comparisons of HSPF-simulated annual maximum streamflows at the mouth of Juanita Creek, as 
forced by bias-corrected data for 1970–2000 and 2020–2050 from each of the two RCM runs.  Percent differences 
indicated are with respect to HSPF-simulated annual maximum streamflows as forced by observed data for 1970–
2000.  Kolmogorov-Smirnov (top), Wilcoxon rank-sum (middle), and Mann-Kendall (bottom) p-values are provided 
in italics at bottom, with those p-values found to be significant at a two-sided α of 0.05 indicated in bold.

Return
Interval

(yrs)

CCSM3-WRF ECHAM5-WRF

Peak 
Flow 

Quantiles
1970-
2000
(cfs)

% Diff 
with 
Obs 

Peak 
Flow 

Quantiles
2020-
2050
(cfs)

Change
From
1970-
2000

Peak 
Flow 

Quantiles
1970-
2000
(cfs)

% Diff 
with 
Obs 

Peak 
Flow 

Quantiles
2020-
2050
(cfs)

Change
From
1970-
2000

2 118 +17% 187 +58% 107 +6% 134 +25%

5 186 +14% 292 +57% 173 +6% 225 +30%

10 238 +10% 364 +53% 227 +5% 296 +30%

25 312 +6% 458 +47% 309 +5% 399 +29%

50 373 +2% 529 +42% 381 +5% 485 +27%

KS
rank-sum

MK

0.003
0.001
0.005

0.951
0.624
0.399

Table 12. Comparisons of HSPF-simulated annual maximum streamflows at the mouth of Thornton Creek, as 
forced by bias-corrected data for 1970–2000 and 2020–2050 from each of the two RCM runs.  Percent differences 
indicated are with respect to HSPF-simulated annual maximum streamflows as forced by observed data for 1970–
2000.  Kolmogorov-Smirnov (top), Wilcoxon rank-sum (middle), and Mann-Kendall (bottom) p-values are provided 
in italics at bottom, with those p-values found to be significant at a two-sided α of 0.05 indicated in bold.
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Return
Interval

(yrs)

CCSM3-WRF ECHAM5-WRF

Peak 
Flow 

Quantiles
1970-
2000
(cfs)

% Diff 
with 
Obs 

Peak 
Flow 

Quantiles
2020-
2050
(cfs)

Change
From
1970-
2000

Peak 
Flow 

Quantiles
1970-
2000
(cfs)

% Diff 
with 
Obs 

Peak 
Flow 

Quantiles
2020-
2050
(cfs)

Change
From
1970-
2000

2 7.0 +4% 8.8 +25% 6.6 -1% 6.7 +3%

5 8.6 +4% 10.6 +24% 8.3 0% 8.3 0%

10 9.5 +1% 11.7 +22% 9.4 0% 9.3 -2%

25 10.6 0% 12.8 +20% 10.9 +3% 10.4 -5%

50 11.4 -1% 13.5 +19% 12.0 +4% 11.2 -7%

KS
rank-sum

MK

0.001
0.001
0.001

0.951
0.898
0.455

Table 13. Comparisons of HSPF-simulated annual maximum streamflows at the mouth of Kramer Creek, as 
forced by bias-corrected data for 1970–2000 and 2020–2050 from each of the two RCM runs.  Percent differences 
indicated are with respect to HSPF-simulated annual maximum streamflows as forced by observed data for 1970–
2000.  Kolmogorov-Smirnov (top), Wilcoxon rank-sum (middle), and Mann-Kendall (bottom) p-values are provided 
in italics at bottom, with those p-values found to be significant at a two-sided α of 0.05 indicated in bold.

Figure 6. Example flood frequency curves for the 
South Branch Thornton Creek (930-ha drainage 
area), comparing HSPF-simulated results for 
the period 1970–2000 driven by the SeaTac 
rainfall record (red line and symbols) with the 
results driven by the BCSD rainfall from the two 
alternative climate scenarios (green and blue).
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In contrast, analysis of a common measure of stream-channel erosivity 
(aggregate duration of flow above a threshold discharge) displays a 
suggestion of systematic change between the present and future periods. 
The threshold discharge assumed in this study is 50% of the peak 2-year 
flow for the period 1970–2000, a credible index value for initiation of 
sediment transport in an alluvial gravel-bed channel (Booth and Jackson 
1997). A single value, derived from the average of the three 1970–2000 
simulations, was used as this “threshold discharge” for all duration analyses 
at a given stream location. Both GCM-driven simulations show consistent 
increases, with the largest change associated with the smallest watershed 
area (Table 14). Similar to other results comparing simulated 2020–2050 
flows to those from 1970–2000, increases in erosivity predicted using 
the CCSM3 precipitation dataset are consistently more dramatic than 
those predicted using the ECHAM5 dataset. In comparison to streamflow 
simulation driven by the historical 1970–2000 rainfall record, however, 
both GCM-driven simulations consistently over-estimate high-flow 
durations by approximately one-third. Interestingly, the two different 
GCM-based simulations produce very consistent errors; apparently the 
bias-correction procedures does not adequately adjust the moderate levels 
of precipitation intensity that affect this flow statistic. 

Figure 7. Example of an IHA metric 
(High Pulse Start Date) as simulated 
by the two GCM/emission scenarios 
for the periods 1970–2000 and 
2020–2050 at the mouth of Juanita 
Creek.  Differences between models, 
or between periods, are neither 
systematic nor particularly large.
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6. Discussion

Our findings from the analyses of historical precipitation indicate that there 
have been shifts in the distributions of extreme precipitation events over 
the past half-century, but with substantial differences in different parts of 
the state. In the Puget Sound region, statistically significant increases were 
observed in annual maxima at the 24-hour duration, which is the interval 
most frequently used for the design of stormwater infrastructure. Annual 
maxima in the other two regions, however, display markedly different 
responses over the last 50 years, with mixed results in the Spokane region 
and consistently negative changes in the Portland-Vancouver region, none 
of which were statistically significant. Although prior studies have generally 
focused on trends in the frequency of extreme events, and not in intensity 
as we have done here, these results are generally consistent with those of 
Kunkel et al. (1999) and Pryor et al. (2009), both of which found rather 
ambiguous trends in the Pacific Northwest, as well as Madsen and Figdor 
(2007), which found significant upward trends in both Washington and 
Seattle, but conflicting trends in Oregon and Idaho. Anticipating uniform 
responses in the patterns of future rainfall across all of Washington State, 
therefore, is surely unwarranted—adaptations will need to be region-
specific, because historical changes in rainfall are spatially variable even 
within the western half of the state.
Modeled trends in future extreme precipitation broadly extend the trends 
of the historical analyses. Two different GCMs provided the coarse-scale 
simulated climatic data used to generate downscaled precipitation results, 
and both agree in general trends and overall magnitude. The precise 
level of rainfall increases predicted by the two models, however, vary 
significantly, and actual changes may be difficult to distinguish from natural 
variability. Although the historical analyses suggest that the magnitude of 
future projected increases is plausible (and, in fact, consistent with past 

SeaTac 
Historical CCSM3-WRF ECHAM5-WRF

1970-2000 1970-
2000

2020-
2050 Change 1970-2000 2020-2050 Change

Kramer Creek (0.45 km2)
0.23% 0.28% 0.58% +107% 0.29% 0.51% +76%

South Branch Thornton Creek
0.23% 0.28% 0.42% +50% 0.29% 0.34% +17%

North Branch Thornton Creek
0.36% 0.45% 0.66% +47% 0.46% 0.56% +22%

Thornton Creek nr Mouth (28.7 km2)
0.19% 0.24% 0.38% +58% 0.24% 0.30% +25%

Table 14. Flow durations for Q > 50% of the 2-year discharge (percent of time exceedance), as predicted 
by HSPF at four locations along the channel network of Thornton Creek.  The first column gives the time of 
exceedance using the historical record; the “1970–2000” column under each GCM shows the same metric 
using the BCSD simulated record (with simulation results about 1/3 higher, on average).  The column labeled 
“Change” is the 2020–2050 value for this metric relative to the 1970–2000 durations using the BCSD rainfall 
record.
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trends), the differences between the two model predictions are sufficiently 
large to carry significant consequences for their direct application in the 
design of stormwater facilities. Nonetheless, the evidence suggests that 
drainage infrastructure designed using mid-20th century rainfall records 
may be subject to a future rainfall regime that differs from current design 
standards. 
Results of the hydrologic modeling on two urban watersheds in the central 
Puget Sound region affirm and extend both the broad trends and the 
substantial uncertainties evident in the precipitation simulations. For the 
two modeled watersheds, simulations provide general agreement that peak 
discharges will increase, although the range of predicted change (from a 
slight decrease to a near-doubling, depending on the selected recurrence 
interval, the watershed, and the underlying GCM simulation) are much 
too large on which to predicate engineering designs. The comparative 
simulation results are most confounding for the smallest watershed areas, 
wherein even the net direction of change (i.e., a future increase or a future 
decrease) is in part dependent on the choice of GCM model. 
In part, these inconsistencies must reflect the inherent limitations of the 
present generation of downscaled rainfall data—for a small (and even 
not-so-small) urban watershed, an hourly time step is many times longer 
than the lag-to-peak of the basin (the time between the maximum rainfall 
intensity and the maximum stream discharge), and so the rainstorms that 
give rise to the largest discharges in these flashy systems will be simulated 
poorly (if at all). However, within-watershed comparisons demonstrate 
that the differences in the two GCMs, which themselves span only a 
modest range of the entire ensemble of global climate models, display 
sufficient variability to preclude their present use as a basis for the design 
of stormwater facilities.

7. Conclusions

Few statistically significant changes in extreme precipitation have •	
been observed to date in the state’s three major metropolitan 
areas, with the possible exception of the Puget Sound. Nonetheless, 
drainage infrastructure designed using mid-20th century rainfall 
records may be subject to a future rainfall regime that differs from 
current design standards. 
Projections from two regional climate model (RCM) simulations •	
generally indicate increases in extreme rainfall magnitudes 
throughout the state over the next half-century, but their 
projections vary substantially by both model and region, and 
actual changes may be difficult to distinguish from natural 
variability. 
Hydrologic modeling of two urban creeks in central Puget Sound •	
suggest overall increases in peak annual discharge over the next 
half-century, but only those projections resulting from one of the 
two RCM simulations are statistically significant. Magnitudes of 
projected changes vary widely, depending on the particular basin 
under consideration and the choice of the underlying global climate 
model. 
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8. Research Gaps and Recommendations for Future 
Research

Our assessment of future streamflows, and the magnitude of peak 
discharges on which the design of stormwater infrastructure is based, 
suggest that concern over present design standards is warranted and 
that some adaptation to changing conditions is already probably prudent 
(particularly in the Puget Sound region, where regional downscaling and 
simulations of future streamflow were conducted). However, this analysis is 
based on just two GCMs and so is at most suggestive. For a more complete 
understanding of how precipitation extremes are likely to change in the 
future, the methods employed in the precipitation distribution analysis 
should be used to explore a larger sample of simulated future climate data. 
Additional model simulations, based on a larger ensemble of GCMs and 
emission scenarios, are needed to develop a more robust set of conclusions 
and provide additional information for evaluating alternative stormwater-
facility design standards.
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Public Health Impacts of Climate Change in Washington State: 
Projected Mortality Risks Due to Heat Events and Air Pollution
J. Elizabeth Jackson, MA1,2; Michael G. Yost, PhD3; Catherine Karr, MD, PhD, MS4,3; Cole Fitzpatrick, MA3; Brian K. Lamb, 
PhD5; Serena H. Chung, PhD5; Jack Chen, PhD6; Jeremy Avise, PhD7; Roger A. Rosenblatt, MD1; Richard A. Fenske, PhD3

Abstract

Climate change is likely to have serious and long-term consequences for public health. Among these are 
illness and mortality related to heat and worsening air quality In this study we examined the historical 
relationship between age- and cause-specific mortality rates and heat events at the 99th percentile of humidex 

values in the greater Seattle area (King, Pierce and Snohomish counties), Spokane County, the Tri-Cities (Benton 
and Franklin counties) and Yakima County from 1980 through 2006; the relative risk of mortality during heat events 
compared with more temperate periods were then applied to population and climate projections for Washington 
State to calculate number of deaths above the baseline (1980-2006) expected to occur during projected heat events 
in 2025, 2045 and 2085. We also estimated excess deaths due to ground-level ozone concentrations for mid century 
(2045-2054) in King and Spokane counties. Estimates were based on current (1997-2006) ozone measurements 
and mid-21st century ozone projections, using estimates from the scientific literature to determine the effect of 
ozone on overall and cardiopulmonary mortality. For the historical heat analysis, relative risks derived for the 
greater Seattle area showed a significant dose-response relationship between duration of the heat event and the 
daily mortality rate for non-traumatic deaths for persons aged 45 and above, typically peaking at four days of 
exposure to humidex values above the 99th percentile. Three different warming scenarios were considered, including 
high, low and moderate estimates. In the greater Seattle area, the largest number of excess deaths in all years and 
scenarios was predicted for persons aged 65 and above. Under the middle scenario, this age group is expected to 
have 96 excess deaths in 2025, 148 excess deaths in 2045 and 266 excess deaths in 2085 from all non-traumatic 
causes. Daily maximum 8 hour ozone concentrations are forecasted to be 16-28% higher in the mid 21st century 
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compared to the recent decade of 1997-2006. We estimated that the total 
non-traumatic ozone mortality rate by mid-century for King County would 
increase from baseline (0.026 per 100,000; 95% confidence interval 0.013-
0.038) to 0.033 (0.017-0.049). For the same health outcome in Spokane 
County, the baseline period rate was 0.058 (0.030- 0.085) and increased to 
0.068 (0.035 -0.100) by mid-century. The cardiopulmonary death rate per 
100,000 due to ozone was estimated to increase from 0.011 (0.005-0.017) 
to 0.015 (0.007-0.022) in King County, and from 0.027 (0.013-0.042) to 
0.032 (0.015-0.049) in Spokane County. Public health interventions aimed 
at protecting Washington’s population from excessive heat and increased 
ozone concentrations will become increasingly important for preventing 
deaths, especially among older adults. Furthermore, heat and air quality 
related illnesses that do not result in death, but are serious nevertheless, 
may be reduced by the same measures.

1. Introduction

Climate change is likely to have serious and long-term consequences for 
public health. Researchers have identified a number of broad health issues 
associated with climate change, such as severe weather events, worsening 
air pollution, infectious diseases related to changes in vector biology, food 
and water contamination and shortages, as well as more indirect impacts 
such as food security, large-scale migration and civil conflict (Frumkin 
et al. 2008). These authors emphasize that the health effects of climate 
change will vary by region, population group, and capacity for public 
health responses. Recent reviews of the impacts of climate change have 
documented variability in mortality and morbidity for the United States 
(Patz et al. 2001), and globally (Patz et al. 2005). 
This report was not able to address many of these very important issues, 
although we hope to do so in subsequent work. Instead, our worked has 
focused on two key public health concerns related to climate change: heat-
related illness and worsening air quality (Luber et al. 2008; Kinney 2008). 
Annual average temperatures in the United States and globally are rising, 
although the effects vary from region to region. It is estimated that 400-
700 people die from documented thermal stress, or hyperthermia, each 
year in the United States (Bernard and McGeehin 2004). Because the 
immediate cause of death is usually some form of cardiovascular failure, 
and hyperthermia is often not noted on the death certificate as an underlying 
factor, the number of heat-related deaths is underestimated (Wolfe et al. 
2001; CDC 2006). 
Relatively short but intense heat waves over the last 30 years have been 
responsible for hundreds of deaths in the United States and Canada, and 
thousands of deaths in Europe (Jones et al. 1982; Semenza et al. 1996; 
Whitman et al. 1997; Naughton et al. 2002; Kaiser et al. 2007). Climate 
projections suggest that these events will become more frequent, more 
intense and longer lasting in the remainder of the 21st century (Meehl 
and Tebaldi 2004). The greatest impacts will be in cities with milder 
summers, less air conditioning and higher population density (McGeehin 
and Mirabelli 2001). An aging population also will put more people at risk 
(Smoyer et al. 2000).
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Retrospective epidemiological research has identified groups most likely 
to be harmed by heat waves and suggests strategies to mitigate these 
harms through public interventions. The groups at greatest risk include the 
following: children, due to slower adaptation during exercise (AAP 2000); 
the elderly, due to changes in the physiological ability to maintain normal 
body temperature (Borrell et al. 2006; Basu et al. 2005; CDC 2005); 
poor and socially isolated populations, due to less access to mitigation 
measures (Greenberg et al. 1983; McGeehin et al. 2001; Browning et 
al. 2006); some urban dwellers, due to heat island effects and lack of 
vegetation (Grimmond and Oke 1999; DeGaetano and Allen 2002); 
outdoor laborers, due to extended exposures and lack of access to drinking 
water and shade (Greenberg et al. 1983; WA Dept Labor and Industries 
2008); people with chronic illnesses (e.g., diabetes, heart disease), due to 
increased vulnerability to sustained heat (Medina-Ramon et al. 2006); and 
the mentally ill, due to behavioral factors and the effects of psychoactive 
medications (Kaiser et al. 2001).
Methods used for estimating mortality due to heat generally rely on an 
analysis of regional weather data in combination with daily mortality 
data. This typically requires large, dense urban areas for daily values to 
be sufficiently stable to support analyses. Most such studies consider the 
effects of both temperature and humidity. Studies of heat-related mortality 
in Philadelphia and Toronto have used synoptic climate modeling to 
identify regional conditions associated with elevated mortality (Kalkstein 
et al. 1996; Pengelly et al. 2005; Cheng et al. 2005). Regional and temporal 
differences in the effect of heat on mortality have been identified (Kalkstein 
and Davis 1989; Davis et al. 2003).
In addition to heat, adverse effects of climate change on air quality have 
recently come under investigation. The primary ambient air pollutants 
of concern for public health risk in Washington State include both fine 
particulate matter and ozone. An expanding evidence base regarding the 
relationship of these pollutants to adverse health outcomes has resulted 
in lowering of the concentrations of these pollutants in federal standards 
(U.S. EPA 2006, U.S. EPA 2008), Despite overall improvement in regional 
air quality over the decade, adoption of these more protective federal 
standards make it likely that future climate change related increases in 
ozone or PM2.5 could lead to more days of exposure above health-based 
guidelines for Washington residents (PSCAA, 2007). 
The influence of meteorology on ozone and particulate matter concentrations 
is well documented (EPRI 2005, Bernard 2001). There is considerable 
evidence that ozone concentrations would increase in the United States 
as a result of climate change, if precursor emissions were held constant; 
data regarding influences of climate change on particulate matter are 
far fewer, precluding clear conclusions (CCSP 2008). For both of these 
pollutants regional-specific assessments of potential health impacts are 
few (Knowlton et al. 2004).
While ozone and fine particulate matter are associated with multiple 
health outcomes, including increases in prevalence, clinical utilization, 
and severity of cardiac and respiratory disease, most studies have focused 
on premature mortality as an endpoint. This reflects recognition of this 
endpoint as the most serious outcome, as well as its status as the most 
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accessible and reliable health outcome for which data are available for 
evaluation in large population based studies. Numerous epidemiologic 
studies in the United States and abroad have identified increased premature 
mortality in association with increased ozone exposure (Bell 2004b). The 
robustness of this evidence base, including several recent multi-city and 
meta-analyses, has been noted in a recent National Academy of Sciences 
report (NRC 2008). While the effect estimates vary somewhat by study 
design and region, the studies viewed as a whole provide a pattern of 
consistency with generally comparable magnitude of effect estimates.
Increasingly, region-level modeling of ozone and other air pollutants under 
climate change scenarios is being conducted (Weaver et al, 2009). In the 
Pacific Northwest regional projections of future air quality at the resolution 
of approximately county level scales (36 km horizontal grids) have been 
developed. We sought to integrate knowledge of the concentration-
mortality response with Washington State ozone pollution projections to 
provide an initial quantitative assessment of potential mortality impacts 
in the mid 21st century. Specifically, we estimated the excess mortality 
due to climate-related ambient ozone concentrations in Spokane County 
and King County, Washington for the recent decade (1997-2006) and mid 
century decade (2045-2055).
Increased levels of PM2.5 are an important factor in poor air quality 
conditions in the State of Washington. Climate change, however, has 
not been shown conclusively to be a significant factor in projecting 
future PM2.5 levels. In an attribution study of various contributions to 
future air quality projections, Avise et al (2008) showed that projected 
changes in weather patterns for the 2050s produced an insignificant (0.2 
µg/m3) reduction in PM2.5 for EPA Region 10 (Alaska, Idaho, Oregon, 
Washington). Nevertheless, future changes in local and Asian emissions 
are projected to increase PM2.5 levels by 2 µg/m3 (from a current value 
of 4 µg/m3) over the same period in this region, and interaction between 
this increase and climate change may have an amplified impact on human 
health in the future. Such interactions are beyond the scope of the current 
project but merit future research given the increasing evidence for adverse 
public health consequences of PM2.5 exposure.
This study had three goals. First, we determined the historical relationship 
between extreme heat events and mortality in different regions of 
Washington State, for selected age groups and causes of death. Second, we 
used these findings to predict the number of excess deaths by age group and 
cause during projected heat events in years 2025, 2045 and 2085. Finally, 
we used estimates of the relationship between ozone concentration and 
mortality available from the scientific literature to predict the number of 
excess deaths in mid-century (2045-2054) due to ozone under a changing 
climate, assuming a growing population. 

2. Methods
2.1. Estimates of Relative Risk of Mortality Due to HeatEvents,  
1980-2006

Four study areas were selected for the heat event analysis (Figure 1): 
greater Seattle area (King, Pierce and Snohomish counties); Tri-Cities 
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(Benton and Franklin counties); Spokane County; Yakima County. Daily 
historic weather data were drawn from the 16th degree downscaled models 
(Elsner et al. 2009, this report; Mote and Salathé 2009, this report). Grid 
points falling within study area counties (grid size ~7.2 km by 4.8km) were 
identified by spatially joining the grid points and county boundaries using 
ESRI ArcMap software. The humidex, a measure of the combined effect 
of heat and humidity on human physiology (Masterton and Richardson 
1979, Environment Canada 2008), and has been used in other mortality 
studies and as a basis for declaring heat warnings (Smoyer-Tomic and 
Rainham, 2001). The humidex value was calculated for each grid point 
from daily maximum temperature and relative humidity data using the 
following formula:

		  Humidex = T + 5/9 * (v - 10)

	 where: 	v = vapor pressure = (6.112 x 10(7.5*T/(237.7 + T)) * H/100)

		  T= air temperature (degrees Celsius), H= humidity (%)

Grid point humidex values were averaged across all grids in each county 
to yield a county-level humidex value for each day from January 1, 1970 
to December 31, 2006. Thresholds at the humidex 99th percentile were 
identified for this entire historical period in each study area. After finding 
the 99%tile value, we then determined which months in the historical 
record had heat events and used observation frame for the analysis. This 
approach allowed us to unambiguously define both the humidex threshold 
and the months for observing heat events. The duration of events was 
determined the weather event. Heat events were defined as one or more 

Figure 1. Map of study areas.
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consecutive days of the humidex above these thresholds; the number and 
duration of heat events were counted in each study area over the period. 
Since only daily observations of mortality were available, it was not 
possible or necessary to resolve the heat event time periods to less than 1 
day intervals. 
Annual county population estimates by age group from 1980 through 2006 
were obtained from Washington State’s Office of Financial Management 
(OFM 2008a). Complete mortality data from 1980 through 2006 were 
obtained from the Washington State Department of Health. Computerized 
mortality data was not available for earlier periods prior to 1980. Daily 
numbers of deaths for each year were aggregated by cause, age group, and 
county of residence. 
Heat has been cited frequently as a contributing factor in deaths due to 
failure of the circulatory and respiratory systems, Therefore, the following 
cause-of-death categories were examined: all non-traumatic causes (ICD-
9: 001-799; ICD-10: A00-R99), circulatory (ICD-9: 390-459; ICD-10: 
I00-I99, G45, G46), respiratory (ICD-9: 460-519; ICD-10: J00-J99), 
cardiovascular (ICD-9: 393-429; ICD-10: I05-I52), and ischemic (ICD-
9: 410-414; ICD-10: I20-I25); cardiovascular and ischemic are subsets 
of circulatory. The ICD grouping used are from a study of heat- and air 
quality-related mortality in Toronto (Cheng et al. 2005). Heat events have 
been shown to present increased risks for older persons, so data were 
examined according to the following age categories: 45 years and older, 
64 years and older and 85 years and older.
Observed and expected crude daily mortality rates for age and cause-of-
death specific groupings were calculated for heat event days (days 1 to 
day 5+) and non-heat event days (day 0) during the years from 1980-2006. 
Only data in the months of May – September between 1980 and 2006 
were used in the analysis. Daily mortality observed during heat events 
in the months of May- September were accumulated in 5 time periods of 
roughly 5-year duration: 1980-1984; 1985-1989; 1990-1994; 1995-1999; 
and 2000-2006. Mortality was computed in six age-specific categories of 
0-4, 5-14, 15-44, 45-64, 65-84, and 85+ years. The deaths occurring in 
each consecutive day of a heat event were counted for each study area, 
and classified according to the duration of heat exposure prior to the day 
of death for heat event days 1 through day 5+ of heat events. The average 
daily mortality rates on days between May and September with no defined 
heat event (designated as day 0) were treated as the baseline mortality 
rates for each time period. Expected values for the number of deaths in 
each day of a heat event in an annual period were calculated by applying 
the average daily mortality rate for non-heat event days to the number 
of days observed in each heat event during a specific time period. The 
total observed and expected deaths were then summed for each exposure 
duration category for all heat events. The mortality relative risks by heat 
event duration, specific age and disease categories were computed from the 
ratios of observed over expected duration-specific mortality. Calculating 
separate relative risks for each elapsed day of a heat event (starting with 
day 1 of the heat event) allows evaluation of the influence of a single day 
versus more prolonged heat events on mortality. 
Confidence intervals were computed assuming Poisson intervals for the 
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observed number of cases as recommended by the Washington State 
Department of Health (DOH 2002). Exact 95% confidence intervals 
were computed using Poisson distribution percentiles when the number 
of observed deaths was <500; for >500 observed deaths, intervals were 
computed using a normal approximation method (Breslow and Day 1987). 
This procedure was repeated separately for each heat study area in order 
to control for regional differences in the effect of heat events on mortality. 
Given the smaller population in Eastern Washington, a combined analysis 
of Benton, Franklin, Spokane and Yakima county study areas also was 
performed. 

2.2. Population Projections for Washington State in the 21st Century

Projected county population estimates by age group were obtained from 
the Washington Office of Financial Management for the years 2005-
2030 (OFM 2008b). In predicting future excess deaths during extreme 
heat events, population was held constant at 2025 projected estimates, 
allowing differences in excess deaths between years to be interpreted as 
the component due to climate change. For the analysis of excess deaths 
related to ozone concentrations, calculated total and age-group populations 
were calculated by extending the Office of Financial Management linear 
projections to 2045 through 2054. Washington State population forecasts 
are developed from a cohort component demographic forecast model that 
accounts for births, deaths and net migration. Projected births are derived 
from a natural change model component of the childbearing population, 
applying historical trends in fertility rates by county. Annual deaths, in 
terms of life expectancy generally follow national trends, and survival 
expectations are adjusted to follow Social Security Administration 
projections in 2007. Migration is the most important variable component 
of the population forecasts. The state’s future net migration is based on 
an econometric model where Washington’s relative attractiveness to job 
seekers is weighed against the attractiveness of California and other state 
destinations. A historical comparison of the actual and fitted net migration 
for 1978-2008 using OFM’s migration model found an R2 of 0.91, 
indicating reasonably good agreement.

2.3. Projected Excess Mortality Due to Heat Events

Projected heat events were determined for three years: 2025, 2045 and 
2085. Three climate change scenarios were selected for high, moderate 
and low summer (May-Sept.) warming, for a total of nine modeled future 
heat regimes. The low scenario chosen was the PCM1-B1 model, the high 
scenario chosen was the HADCM-A1B model, and the middle scenario 
was the mean of the two composite models using either the A1B or B1 
emissions scenario (Salathé et al., 2009, this report). Expected monthly 
temperature deviations in Celsius for each scenario and time period 
were added to the observed daily temperature and relative humidity 
distributions in each study area from 1970 to 1999; the daily humidex was 
then calculated for each of the new temperature distributions. Historical 
humidex thresholds at the 99th percentile were applied to the estimated 
future distributions, and the number and duration of expected heat events 
in 2025, 2045 and 2085 were calculated for each scenario.
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Projections of heat-related mortality applied the baseline mortality rate 
and duration-specific relative risks derived from the historical analysis 
to the expected future population structure and expected number and 
duration of heat events in each of three heat scenarios for 2025, 2045 and 
2085. Excess deaths, which are the number of expected deaths above the 
baseline number of deaths, were calculated for each heat scenario for each 
year. The use of a 30-year baseline allowed us to calculate mean annual 
excess deaths in a sample of 30 simulated years for each region and year.

2.4. Projected Excess Mortality Due to Air Pollution

We adapted a health risk assessment modeling approach described by 
Knowlton et al. (2004) in their effort to assess ozone mortality impacts 
in the northeastern United States. We selected two populous but distinct 
climatological areas of the State for this initial assessment. Using the 
following formula, we estimated ozone related mortality for King County 
and Spokane County in the recent decade (1997-2006) and at mid-century 
(2045-2054):
		  M = (P/100,000) * B * CR * E 
where M is the excess mortality due to ozone, P is the estimated population 
in the county for the period of interest, B is the baseline county-level 
mortality rate, CR is the concentration-response function that describes 
the expected change in daily mortality per incremental increase in ozone, 
and E is the concentration of ozone during the period of interest. We 
calculated overall non-traumatic mortality as well as mortality specific to 
cardiopulmonary causes.
The population (P) data were derived from annual population size estimates 
available from the U.S. Census for King and Spokane County for 1997-
2006 and projections of the annual population for these counties in 2045-
2054, as described above. The mean of each decade’s annual averages 
was calculated. These data demonstrated that from the period of 1997-
2006 to mid-century (2045-2054), the annual average population size for 
King County is expected to increase from 1,758,260 to 2,629,160 (50% 
increase). In Spokane County, the population is expected to grow from 
424,636 to 712,167 (68% increase).
The county-level non-traumatic (categorized as above) and cardiopulmonary 
(ICD-9: 393-429, 460-519; ICD-10: I05-I52, J00-J99) mortality rates were 
calculated by dividing the daily average number of total non-traumatic 
deaths and cardiopulmonary deaths in the baseline decade of each county 
by its annual population average. For 1997-2006, the mean daily total non-
traumatic and cardiopulmonary death rates per 100,000 for King County 
were 1.55 and 0.57, respectively. For Spokane County, these rates were 
2.03 and 0.78, respectively.
We examined concentration-response (CR) functions for ozone based on 
three meta-analyses, two multi-city time series, and one case-crossover 
study of populations in the United States, all of which were reviewed in a 
recent National Academy of Science report which summarized estimates 
of the percentage increase in mortality from short-term increases in ozone 
(NAS 2008). We decided to apply the analysis by Bell et al. (2004b) to our 
data. This analysis included data and methods developed for the National 

352 CHAPTER 10: Public Health Impacts



Mortality and Morbidity Air Pollution Study (NMMAPS). This landmark 
study estimated a national average relative rate of mortality (non-injury 
mortality and cardiopulmonary mortality) associated with short-term 
average ambient ozone concentrations in 1987-2000 based on 95 large U.S. 
urban communities made up of almost 40% of the U.S. population (including 
Spokane and Seattle). Of note, the city-specific estimates for King and 
Spokane County within the NMMAPS analyses were nearly identical to 
the combined multi-city concentration-response function employed in this 
assessment, further supporting its appropriateness. Estimates available per 
24-hour average ozone concentration were converted to 8-hour maximum 
concentrations based on the recommended ratio of 8-hour ozone to a 24-
hour average of 1.53 (NAS 2008). The concentration-response for ozone-
related non injury mortality and cardiopulmonary mortality derived from 
this analysis was 0.80% (95% confidence interval 0.41%-1.18%), and 
0.98% (0.47%- 1.50%), respectively per 10 parts per billion (ppb) increase 
in 8-hour maximum daily ozone concentration over the previous week.
Exposure to ozone (E1997-2006) in the recent decade of each county was 
assessed based on 8-hour maximum daily ozone (ppb) concentration data 
drawn from the Washington State Department of Ecology state monitoring 
network for each county for the months May-September (warm season) 
from 1997-2006. A warm season “baseline” decadal daily average was 
calculated. 
We then estimated future comparable measurements of ozone in the mid-
century decade (E 2045-2054). To accomplish this, we derived the change 
(delta) in ozone concentration predicted from a modeling framework which 
calculated both daily 8 hour maximum concentrations for the baseline decade 
of this century (1990-1999) as well as for 2045-2054. Specifically, daily 8 
hour maximum daily average ozone concentration for May-September of 
the mid-century decade (2045-2054) were derived by coupling a global 
climate model projection with regional meteorology and chemistry models 
for the 36 km grids that coincide with King and Spokane Counties. 
The modeling framework is described in detail in Chen et al 2008 
(online discussion paper under review). Briefly, the regional Mesoscale 
Meteorological model version 5 (MM5) was used to downscale the Parallel 
Climate Model (PCM) to produce regional meteorological fields which 
were used to drive the Community Multi-scale Air Quality (CMAQ) model, 
which downscaled the Model for Ozone and Related Chemical Tracers, 
version 2.4 (MOZART2 outputs) and accounted for regional pollutant 
emissions to predict photochemical ozone and PM levels. The MM5/
CMAQ modeling treats increased ozone formation under climate change 
as a direct effect of increasing temperature as well as broad indirect effects. 
The 2050’s projections were based on the IPCC A2 scenario, changes in 
U.S. emissions due to population growth and economic expansion, and 
alterations in land use/land cover that can affect both meteorological 
conditions and biogenic emissions important for ozone formation. Future 
chemical boundary conditions were obtained through downscaling of 
MOZART-2 based on the IPCC A2 emissions scenario. Projected changes 
in U.S. anthropogenic emissions are estimated using the EPA Economic 
Growth Analysis System (EGAS), and changes in land-use are projected 
using data from the Community Land Model (CLM) and the Spatially 
Explicit Regional Growth Model (SERGOM). 
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It is important to recognize that the county monitoring data are influenced 
by fresh nitrogen oxide emissions largely derived from traffic sources 
which cause titration (loss) of ozone in the urban areas, while the model 
results, based upon 36 km grids, tend to minimize this effect since the NOx 
emissions are diluted significantly due to the size of the grid. This is clear 
from evaluation of the modeling system which consistently shows that 
the model overestimates low ozone levels. Consequently, urban monitors 
will record relatively low ozone concentrations while nearby more rural 
monitors will record higher ozone concentrations. The model results will 
not correctly reflect these differences. This is clear from evaluation of the 
modeling system which consistently shows that the model overestimates 
low ozone levels (Chen et al., 2008).
Because of this bias in the model, we employed the model results in a 
relative sense where the change in predicted ozone levels between the 
baseline period and the future decade were added to the baseline measured 
values at each site to yield an estimate of future levels. This is essentially the 
same approach that EPA uses for analysis of ozone control strategies where 
it is recognized that the models perform better in predicting the change in 
ozone due to a control compared to predictions of absolute levels. 

3. Results
3.1. Estimates of Excess Mortality Due to Heat Events, 1980-2006

The heat study areas accounted for approximately two-thirds of Washington 
State’s population in 2006; King, Pierce and Snohomish counties combined 
made up just over half of the state’s 2006 population of 6.3 million (Table 
1). Persons aged 85 and over made up approximately one percent of the 
total population in most study areas, and one half of one percent in the 
Tri-Cities region in 1980; by 2006 this age group had roughly doubled 
in all areas as a proportion of total population. Among study areas, the 
mean daily maximum humidex from May to September, 1970-2006, was 
lowest in the greater Seattle area (23.2°C, 73.8°F) and highest in the Tri-
Cities (28.1°C, 82.6°F). The 99th percentile for the annual daily maximum 
humidex ranged from 10°C to 12°C (18-20°F) higher than the May-
September mean daily maximum. Number of heat events above the 99th 
percentile averaged 1.6 to 1.8 per year, with a mean duration of 2.0 to 2.3 
days, and maximum duration from 6 days (greater Seattle area) to 10 days 
(Yakima).
Residents of the greater Seattle area experienced 14,250 deaths from all 
non-traumatic causes in all months of 1980, and 19,341 in 2006; in the 
Spokane, Tri-Cities and Yakima areas combined, there were 4,676 deaths 
from non-traumatic causes in 1980, and 6,264 in 2006 (not shown in 
tables). Annual mortality rates by non-traumatic causes in all study areas 
ranged from 36 to 130 per 100,000 for persons aged zero to 14 and from 
36 to 58 per 100,000 for those aged 15 to 44. Deaths for specific causes 
(e.g. ischemic disease) in these age groups were on the order of 20 per 
100,000 or fewer annually in all study areas.
Mortality rates for all non-traumatic causes, circulatory causes and 
respiratory causes increased with age, and were highest for persons 85 
years of age or older. In the greater Seattle area, the non-traumatic annual 
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mortality rate among those aged 85 and above was 14,937 per 100,000 in 
1980 and 12,460 per 100,000 in 2006; in the other study areas combined 
there were similar rates in this age group: 14,871 per 100,000 and 12,517 
per 100,000 in 1980 and 2006, respectively. Annual mortality rates for all 
causes but respiratory were higher for all age groups in 1980 than in 2006. 
About half of all non-traumatic deaths in 1980, and about one third in 
2006, were from circulatory causes, the bulk of these from cardiovascular 
causes. Only about one-tenth of non-traumatic deaths occurred due to 
respiratory causes annually (not shown in tables).
In the greater Seattle area, risk of death due to all non-traumatic causes and 
circulatory causes rose for the overall population aged 45 years and above 
beginning on day 1 of heat events, peaked on day 4, and declined slightly 
for days 5 and beyond (Table 2a; Figure 2). The highest relative risk (RR) 
estimated for non-traumatic deaths was 1.3 (95% confidence interval (CI): 
1.2-1.5) for persons aged 65 and above, and 1.5 for those aged 85 and above 
(95% CI: 1.2-1.8). Relative risk of death due to circulatory causes followed 
a similar pattern for persons aged 65 and above, and 85 and above, with the 
highest effect observed in association with 4 days of exposure (RR=1.4, 
95% CI: 1.1-1.7, and 1.5, 1.1-2.0, respectively) (Figure 3). Risk of death 
from non-traumatic and circulatory causes was significantly elevated for 
all ages on most days of heat events. Duration-specific relative risks due 
to respiratory causes were less likely to reach statistical significance and 
were based on smaller sample sizes (Figure 4); the risk was greatest on day 
3 for persons aged 45 and over (RR = 1.4; 95% CI: 1.1-1.7) and 65 and 
over (RR = 1.4; 95% CI: 1.1-1.8). However, the highest estimates were 
observed on day 5 for all age ranges, and confidence intervals suggest 
the possibility of substantially elevated risks on day 5 and beyond for 
anyone aged 45 and above (RR = 1.5; 95% CI: 0.9-2.3), and particularly 

Table 1. Baseline climate and population parameters 1980-2006.

Greater Seattle 
Area Spokane Tri-Cities Yakima

Counties included King, Pierce, 
Snohomish Spokane Benton, 

Franklin Yakima

1980 Population
Total 2,236,898 367,867 157,983 187,226
45 to 64 395,521 62,823 25,928 32,670
65 to 84 184,078 35,232 9,141 19,009
85 and above 20,398 4,221 739 1,912

2006 Population
Total 3,488,123 471,872 242,781 251,381
45 to 64 847,217 113,889 55,611 52,829
65 to 84 288,330 46,746 19,633 22,134
85 and above 51,580 9,502 2,774 4,493

Humidex, °C (°F)
Mean daily high, May-Sep 23.2(73.8) 26.2(79.2) 28.1(82.6) 24.9(76.8)
99th pctl of daily high, 
annually 33.6(92.5) 38.1(100.6) 38.3(100.9) 35.5(95.9)

Heat events above 99th pctl
Mean annual number 1.7 1.8 1.6 1.6
Mean(max) duration in days 2.2(6) 2.0(9) 2.2(9) 2.3(10)
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for persons aged 65 and above (RR = 1.6; 95% CI: 0.9-2.5). The overall 
relative risk of death for non-traumatic causes was 1.1 for persons aged 
65 and above and 1.2 for persons aged 85 and above (which can also be 
expressed as elevated risks of death during heat events of 10% and 20%, 
respectively), compared with more temperate periods; overall RRs were 
similar for circulatory causes (not shown in tables).

Relative risks were derived for Eastern Washington study areas combined 
as a group (Table 2a). For residents of these areas, the risk of death by any 
cause on any given day of a heat event was not significantly elevated for 
any age group. However, risk estimates for death due to all non-traumatic 
causes, and for circulatory causes specifically, initially increased as the 
duration of heat event increased, rising from approximately 1.0 on day 1 
to 1.1-1.2 on days 2-3, and falling back to about 1.0 on day 5 and beyond, 
for all age ranges. Non-traumatic death risk estimates on days 2 and 3 for 
persons aged 45 and above approached statistical significance (RR = 1.07 
95% CI: 0.96-1.19 and 1.12 95% CI: 0.96-1.31, respectively). Relative 
risks were more variable for death due to respiratory causes, and followed 
no clear pattern. The overall relative risk of death for non-traumatic causes 
was 1.03 for persons aged 65 and above and 1.02 for persons aged 85 
and above, for elevated risks of death during heat events of 2% and 3%, 
respectively, compared with more temperate periods. For circulatory 
causes, overall relative risks were 1.06 for persons aged 65 and over and 
1.10 for those aged 85 and over, indicating elevated risks during heat wave 
of 6% and 10%, respectively (not shown in tables).

Greater Seattle Area Spokane, Tri-Cities, Yakima

Day of heat event 1 2 3 4 5+ 1 2 3 4 5+
All non-traumatic 
causes

aged 45+ 1.0 1.2 1.1 1.3 1.2 1.0 1.1 1.1 1.0 1.0
(1,1.1) (1.1,1.3) (1,1.2) (1.1,1.5) (1,1.4) (0.9,1.1) (1,1.2) (1,1.3) (0.8,1.3) (0.9,1.3)

aged 65+ 1.1 1.2 1.1 1.3 1.2 1.0 1.1 1.1 1.1 1.0
(1,1.1) (1.1,1.3) (1,1.2) (1.2,1.5) (1,1.4) (0.9,1.1) (0.9,1.2) (0.9,1.3) (0.8,1.3) (0.8,1.2)

aged 85+ 1.1 1.3 1.3 1.5 1.1 1.0 1.1 1.1 1.1 1.0
(1,1.1) (1.2,1.5) (1.1,1.5) (1.2,1.8) (0.8,1.5) (0.8,1.1) (0.9,1.3) (0.8,1.5) (0.7,1.6) (0.6,1.4)

Circulatory
aged 45+ 1.0 1.2 1.2 1.3 1.1 1.0 1.1 1.1 1.0 1.1

(1,1.1) (1.1,1.3) (1,1.3) (1.1,1.6) (0.8,1.3) (0.9,1.1) (0.9,1.2) (0.9,1.4) (0.7,1.4) (0.8,1.4)
aged 65+ 1.1 1.2 1.2 1.4 1.1 1.0 1.1 1.2 1.1 1.0

(1,1.2) (1.1,1.3) (1,1.3) (1.1,1.7) (0.9,1.4) (0.9,1.2) (0.9,1.3) (0.9,1.5) (0.8,1.5) (0.7,1.4)
aged 85+ 1.1 1.4 1.3 1.5 1.2 1.1 1.1 1.2 1.1 1.1

(1,1.2) (1.2,1.6) (1.1,1.6) (1.1,2) (0.8,1.7) (0.9,1.3) (0.8,1.4) (0.8,1.8) (0.6,1.8) (0.6,1.7)

Respiratory
aged 45+ 1.0 1.3 1.4 1.1 1.5 0.9 1.0 0.9 0.6 0.8

(0.8,1.1) (1.1,1.5) (1.1,1.7) (0.7,1.7) (0.9,2.3) (0.7,1.1) (0.7,1.4) (0.5,1.5) (0.2,1.3) (0.3,1.5)
aged 65+ 1.0 1.3 1.4 1.2 1.6 0.8 1.0 1.0 0.5 0.8

(0.8,1.1) (1,1.5) (1.1,1.8) (0.7,1.8) (0.9,2.5) (0.6,1.1) (0.7,1.4) (0.6,1.7) (0.1,1.4) (0.3,1.6)
aged 85+ 0.8 1.3 1.3 1.4 1.5 0.6 1.3 0.7 0.8 0.6

(0.6,1) (0.9,1.7) (0.9,2) (0.6,2.7) (0.5,3.2) (0.3,1) (0.7,2.2) (0.1,2) (0.1,2.9) (0.1,2.3)

† Bolded relative risk values are significantly greater than 1 (p < .05)

Table 2a. Mortality relative risks for selected causes and age groups by heat event duration, greater Seattle area vs. Spokane, Tri-Cities & 
Yakima combined, 1980-2006† number designations.
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Figure 3. Mortality relative risk 
estimates (solid lines) for circulatory 
causes (ICD-9: 390-459; ICD-10: 
I00-I99, G45, G46) by heat event 
duration (99th percentile), Greater 
Seattle Area (King, Pierce and 
Snohomish counties), 1980-2006. 
Dotted lines show estimated 95% 
confidence limits.

Figure 2. Mortality relative risk 
estimates (solid lines) for all non-
traumatic causes (ICD-9: 001-799; 
ICD-10: A00-R99) by heat event 
duration (99th percentile), Greater 
Seattle Area (King, Pierce and 
Snohomish counties), 1980-2006. 
Dotted lines show estimated 95% 
confidence limits.

Figure 4. Mortality relative risk 
estimates (solid lines) for respiratory 
causes (ICD-9: 460-519; ICD-10: 
J00-J99) by heat event duration (99th 
percentile), Greater Seattle Area (King, 
Pierce and Snohomish counties), 1980-
2006. Dotted lines show estimated 
95% confidence limits.
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Relative risks of death during heat events were examined for all three eastern 
study areas individually as well (Table 2b). No statistically significant excess 
risk for the cause- and age-groups considered was observed and confidence 
intervals were much wider due to smaller population size, although a few 
patterns emerged. In Spokane, relative risks for non-traumatic cause-of-
death remained close to 1.0, but for all age ranges, wherein point estimates 
for the relative risks were was approximately 1.0 on day 1, they increased 
to 1.1 on days 2 and 3 (95% CI: 0.9-1.4 for ages 45+ and 65+) and then 
decreased to 0.9 on day 5 and beyond. Relative risks for circulatory cause-
of-death followed a similar pattern. In the Tri-Cities, elevated relative risk 
of death by all non-traumatic or circulatory causes for persons 45 years of 
age and older approached statistical significance on day 1 (RR = 1.1; 95% 
CI: 0.9-1.3 and RR = 1.1; CI: 0.9-1.4, respectively). In Yakima, relative 
risk of death for all non-traumatic causes or by circulatory causes peaked 
on day 5 for persons aged 45 and above (RR = 1.3 and 1.4; 95% CI: 0.9-1.8 
and 0.8-2.1, respectively). In general, although not statistically significant, 
the estimates suggested an increased risk of death for all non-traumatic 
causes and circulatory causes among persons aged 45 and above.

Spokane Tri-Cities Yakima

Day of  
heat event

1 2 3 4 5+ 1 2 3 4 5+ 1 2 3 4 5+

All non-
traumatic 
causes

aged 45+ 1.0 1.1 1.1 0.9 0.9 1.1 1.1 1.0 1.0 1.3 1.0 1.0 1.1 1.2 1.3

(0.9,1.1) (0.9,1.3) (0.9,1.4) (0.6,1.3) (0.6,1.1) (0.9,1.3) (0.8,1.4) (0.7,1.5) (0.6,1.6) (0.8,2.1) (0.8,1.1) (0.8,1.3) (0.8,1.5) (0.8,1.7) (0.9,1.8)

aged 65+ 1.0 1.1 1.1 0.9 0.9 1.0 1.1 1.2 1.1 1.1 0.9 1.0 1.1 1.2 1.2

(0.9,1.1) (0.9,1.3) (0.9,1.4) (0.6,1.3) (0.6,1.2) (0.8,1.2) (0.8,1.5) (0.7,1.8) (0.6,1.9) (0.6,2) (0.8,1.1) (0.8,1.2) (0.8,1.5) (0.8,1.8) (0.8,1.7)

aged 85+ 1.0 1.1 1.1 1.0 0.9 1.0 1.0 1.5 0.7 1.5 0.9 0.9 1.0 1.4 1.0

(0.8,1.2) (0.8,1.4) (0.7,1.6) (0.5,1.7) (0.5,1.5) (0.7,1.4) (0.6,1.7) (0.7,2.9) (0.2,2.2) (0.4,3.7) (0.7,1.3) (0.6,1.4) (0.5,1.7) (0.7,2.5) (0.4,2.1)

Circulatory

aged 45+ 1.0 1.1 1.1 0.9 0.8 1.1 1.1 1.1 1.3 1.4 1.0 0.9 1.2 1.0 1.4

(0.9,1.2) (0.9,1.4) (0.8,1.5) (0.5,1.5) (0.5,1.2) (0.9,1.4) (0.7,1.6) (0.6,2) (0.6,2.4) (0.5,2.6) (0.8,1.2) (0.6,1.2) (0.8,1.8) (0.5,1.8) (0.8,2.1)

aged 65+ 1.1 1.1 1.1 1.0 0.8 1.0 1.2 1.3 1.3 1.0 1.0 0.9 1.2 1.1 1.3

(0.9,1.2) (0.9,1.4) (0.8,1.6) (0.6,1.7) (0.5,1.3) (0.7,1.3) (0.8,1.7) (0.7,2.3) (0.6,2.6) (0.3,2.4) (0.7,1.2) (0.6,1.3) (0.7,1.8) (0.5,1.9) (0.7,2.1)

aged 85+ 1.1 1.1 1.2 1.0 0.8 1.2 0.8 1.7 0.9 1.8 1.0 1.0 1.0 1.2 1.4

(0.8,1.4) (0.8,1.6) (0.7,2) (0.4,2.1) (0.3,1.6) (0.8,1.8) (0.3,1.7) (0.6,3.8) (0.1,3.1) (0.4,5.2) (0.7,1.5) (0.6,1.7) (0.4,2) (0.4,2.8) (0.5,3.1)

Respiratory

aged 45+ 0.9 1.0 0.9 0.2 0.9 0.8 1.7 1.4 1.3 0.0 0.7 0.5 0.7 0.8 0.8

(0.7,1.3) (0.6,1.6) (0.4,1.8) (0,1.2) (0.3,1.9) (0.4,1.5) (0.8,3.2) (0.3,4) (0.2,4.9) (0,3.4) (0.3,1.2) (0.1,1.3) (0.1,2.1) (0.1,2.9) (0,2.5)

aged 65+ 0.9 1.1 1.0 0.0 0.8 0.8 1.7 1.6 1.6 0.0 0.6 0.3 0.8 0.9 0.9

(0.6,1.3) (0.7,1.6) (0.4,2) (0,0.9) (0.3,1.9) (0.3,1.5) (0.8,3.4) (0.3,4.6) (0.2,5.7) (0,4) (0.3,1.2) (0,0.9) (0.2,2.3) (0,3.3) (0.1,3.3)

aged 85+ 0.6 1.3 0.8 0.0 0.5 0.4 2.5 0.0 0.0 0.0 0.7 0.8 0.8 2.6 1.3

(0.2,1.1) (0.5,2.5) (0.1,2.7) (0,2.6) (0,2.6) (0,2.1) (0.5,7.2) (0,7.6) (0,11.3) (0,17.4) (0.1,1.9) (0.1,2.8) (0,4.2) (0.3,9.4) (0,7.1)

Table 2b. Mortality relative risks for selected causes and age groups by heat event duration, Spokane, Tri-Cities & Yakima, 1980-2006.

358 CHAPTER 10: Public Health Impacts



3.2. Projected Mortality Due to Heat Events: 2025-2085

Projected population and climate factors are shown in Table 3. Population 
projections for Washington State indicate an expected increase in total 
population between 2006 and 2025 of 14% to 21%. The group expected to 
grow fastest in all areas are persons aged 65 to 84; this age group is expected 
to grow by 121% in the greater Seattle area, by 84% in Spokane and the 
Tri-Cities, and by 49% in Yakima. The expected number and duration of 
heat events above the humidex historical 99th percentile thresholds will also 
increase. Under the moderate warming scenario, the greater Seattle area 
can expect 3.6 heat events with a mean duration of 2.3 days, and in 2085 
this will increase to 7.2 heat events of 2.9 days mean duration. Spokane 
can expect approximately 3.2 heat events of 2.6 days mean duration in 
2025, and 6.0 heat events of 3.4 days mean duration in 2085.
The mean numbers of excess deaths that can be expected annually 
from heat events above the 99th percentile are presented in Table 4 for 
the greater Seattle area and for Spokane, the Tri-Cities and Yakima 
combined, holding population constant at 2025 projected levels. Holding 
the population level constant allows for the comparison of excess deaths 

Greater Seattle Area Spokane Tri-Cities Yakima

2025 2045 2085 2025 2045 2085 2025 2045 2085 2025 2045 2085

Population (in thousands)

Total 4,091 4,910 6,542 561 684 933 293 355 480 287 346 463

45 to 64 980 1,082 1,242 131 147 176 62 78 110 59 69 87

65 to 84 638 1,005 1,765 86 130 223 36 51 82 33 46 73

85 and above 73 105 161 11 13 18 4 8 15 5 6 7

Low summer warming

Mean high humidex, °C (°F), 24.0 24.4 25.1 26.9 27.2 27.8 28.7 29.0 29.6 25.6 25.9 26.5

May-September (75.2) (75.9) (77.2) (77.2) (81.0) (82.0) (83.7) (84.2) (85.3) (78.1) (78.6) (79.7)

Mean annual heat events 2.6 3.1 3.8 2.5 2.9 3.2 2.5 2.9 3.3 2.5 3.0 3.4

Mean(max) event duration in days 2.2(6) 2.3(7) 2.3(8) 2.3(9) 2.6(9) 2.7(9) 2.4(9) 2.5(12) 2.6(13) 2.4(11) 2.5(13) 2.6(13)

Moderate summer warming

Mean high humidex, °C (°F), 24.8 25.8 27.5 27.6 28.5 30.1 29.4 30.2 31.7 26.2 27.1 28.6

May-September (76.6) (78.4) (81.5) (81.7) (83.3) (86.2) (84.9) (86.4) (89.1) (79.2) (80.8) (83.5)

Mean annual heat events 3.6 4.7 7.2 3.2 4.1 6.0 3.2 4.2 5.9 3.2 4.3 5.9

Mean(max) event duration in days 2.3(7) 2.6(14) 2.9(18) 2.6(9) 3.0(14) 3.4(17) 2.7(13) 3.0(14) 3.6(17) 2.8(13) 2.9(14) 3.5(17)

High summer warming

Mean high humidex, °C (°F), 26.3 28.1 31.3 29.0 30.6 33.5 30.6 32.2 34.8 27.5 29.1 31.8

May-September (79.3) (82.6) (88.3) (84.2) (87.1) (92.3) (87.1) (90.0) (94.6) (81.5) (84.4) (89.2)

Mean annual heat events 5.8 8.8 10.1 4.8 6.6 8.4 4.9 6.9 8.9 5.2 6.8 9.4

Mean(max) event duration in days 2.7(18) 3.2(18) 6.1(57) 3.4(16) 3.8(17) 5.6(50) 3.5(16) 3.9(24) 5.6(50) 3.4(17) 3.9(24) 5.4(42)

Table 3. Projected climate and population parameters
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due to heat events alone, without introducing uncertainty in the population 
projections beyond 2025, which are increasingly speculative. Under a 
climate scenario that yields relatively low summer (May-Sept.) warming, 
during heat events the greater Seattle area can expect 68 excess deaths in 
2025, and 89 excess deaths in 2045 and 107 excess deaths in 2085 from 
all non-traumatic causes among persons 45 years of age and older, than 
during more temperate periods. Under the moderate warming scenario, 
which is also the most reliable estimate, Seattle can expect 101 excess 
deaths in 2025, 156 excess deaths in 2045 and 280 excess deaths in 2085 
from all non-traumatic causes among adults 45 and above. Under the 
highest warming scenario, 211 excess deaths in 2025, 401 excess deaths 
in 2045 and 988 excess deaths in 2085 are expected during extreme heat 
in the same cause- and age-group. The bulk of all non-traumatic deaths 
will happen in persons 65 years old or older, with approximately one third 
to one half of these occurring among those aged 85 and above. Under 
the moderate scenario, just under half of all excess deaths in the greater 
Seattle area will occur by circulatory failure, and about 1 in 7 will be due 
to respiratory failure.

In the combined eastern study areas, 12 to 31 excess deaths by non-traumatic 
causes in persons aged 45 and older are expected in 2025, depending on 
the scenario. By 2085, this same age-cause group is expected to yield 
between 17 and 76 excess deaths. As in Seattle, most non-traumatic deaths 
among the population aged 45 and above will occur among persons aged 

Table 4. Projected Annual Excess Deaths by Cause and Age Group for Low, Middle and High Warming Scenarios

Low Middle High
2025 2045 2085 2025 2045 2085 2025 2045 2085

mean (se) mean (se) mean (se) mean (se) mean (se) mean (se) mean (se) mean (se) mean (se)

Greater Seattle Area
Non-traumatic deaths

aged 45+ 68(10) 89(12) 107(13) 101(12) 156(17) 280(22) 211(20) 401(26) 988(32)
aged 65+ 64(9) 84(11) 102(12) 96(12) 148(17) 266(21) 200(19) 382(25) 956(32)
aged 85+ 32(4) 40(5) 48(6) 46(5) 68(7) 117(8) 89(8) 160(9) 304(8)
Circulatory deaths
aged 45+ 34(5) 43(6) 52(6) 49(6) 72(7) 124(8) 95(8) 170(9) 326(8)
aged 65+ 35(5) 45(6) 54(6) 51(6) 75(8) 130(9) 99(9) 178(10) 351(9)
aged 85+ 20(3) 26(3) 31(3) 30(3) 44(5) 76(5) 58(5) 105(6) 215(5)
Respiratory deaths
aged 45+ 9(1) 11(2) 14(2) 13(2) 22(3) 44(5) 31(4) 66(6) 218(11)
aged 65+ 8(1) 11(2) 13(2) 13(2) 22(3) 42(5) 30(4) 64(6) 213(11)
aged 85+ 1(0) 2(0) 2(1) 2(1) 4(1) 8(1) 6(1) 14(2) 53(3)

Spokane, Tri-Cities, Yakima
Non-traumatic deaths

aged 45+ 12(2) 15(2) 17(2) 17(2) 24(2) 37(2) 31(2) 45(2) 76(2)
aged 65+ 9(1) 11(1) 13(1) 13(1) 18(2) 27(2) 23(2) 32(1) 45(2)
aged 85+ 1(0) 1(0) 1(0) 1(0) 2(0) 3(0) 3(0) 4(0) 4(1)

† Population held constant at 2025 projections
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65 and above; however, comparatively few deaths are expected to occur 
in persons 85 years of age or older, even though the proportion of the 
population aged 85 and older is similar between regions.

3.3. Projected Excess Mortality Due to Air Pollution

Using the modeling framework, the delta or forecasted change in ozone 
for the mid century was calculated and determined to be +5.8 ppb in King 
County and +6.1 ppb in Spokane County. This was then applied to the 
baseline decade measurements made at monitoring stations. Baseline 
decade summertime (May-Sept.) average 8 hour average maximum daily 
ozone concentrations for King County based on regulatory monitoring 
measurements were 20.7 ppb for 1997-2006. So, applying the model 
delta, the future ozone concentrations in the mid century are forecasted 
to be approximately 26.5 ppb, a 28% increase. In Spokane County, the 
measured ozone concentrations were higher than in King County, with 
a 35.5 ppb average 8 hour maximum ozone concentration based on 
regulatory monitor data for 1997-2006. Applying the model delta predicts 
future ozone concentration at approximately 41.6 ppb in Spokane County, 
a 17% increase. 
Using the health risk assessment framework, estimates of the total ozone 
related non-traumatic mortality and cardiopulmonary mortality as rates 
(per 100,000) and numbers of death for each county for each decade were 
summarized (Table 5). We estimated that the total non traumatic ozone 
mortality rate in the recent and mid-century period for King County will 
increase from 0.026 (95% confidence interval 0.013-0.038) to 0.033 (95% 
confidence interval 0.017-0.049) (Table 1). For the same health outcome 
in Spokane County, the rate is 0.058 (0.030-0.085) in the recent decade 
and increases to 0.068 (0.035-0.100) in the mid century. The estimated 
annual number of May-September excess deaths in King County due to 
ozone in 1997-2006 is 69 (95% CI 35-102). Using projections of the future 
population size and ozone concentration increase this to 132 (95% CI 68-

Estimates King County Spokane County

May -September 1997-2006 2045-2054 1997-2006 2045-2054

O3 (ppb)1 20.7 26.5 35.5 41.6

Population 1,758,260 2,629,160 424,636 712,617

O3 Non Traumatic Mortality rate 
(95% CI)2

0.026
(0.013- 0.038)

0.033
(0.017 -0.049)

0.058
(0.030-0.085)

0.068
(0.035-0.100)

O3 Cardiopulmonary mortality rate 
(95% CI)2

0.011
(0.005-0.017)

0.015
(0.007-0.022)

0.027
(0.013-0.042)

0.032
(0.015-0.049)

O3 
Non traumatic deaths (95% CI)3

69
(35-102)

132
(68-196)

37
(19-55).

74
(38-109).

O3 Cardiopulmonary  deaths (95% CI)3 31
(15-47)

59
(28-90)

18
(9-27)

35
(17-54)

1Average daily maximum 8 hour ozone concentration
4Rate expressed per 100,000 for May-September with 95% confidence interval
5Number of deaths May-September

Table 5. Baseline decade (1997-2006) and mid-century decade (2045-2054) estimates of population size, daily ozone concentration, 
mortality rate due to ozone, and excess deaths due to ozone (May-September).
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195). For Spokane County the warm season excess deaths due to ozone in 
the recent decade are estimated to be 37 (95% CI 19-55). In mid-century 
this is predicted to be 74 (95% CI 38-109).
The cardiopulmonary death rate per 100,000 due to ozone was estimated 
to increase from 0.011 (95% CI 0.005-0.017) to 0.015 (0.007-0.022) in 
King County comparing the recent decade to mid-century. In Spokane, the 
daily cardiopulmonary death rate attributed to ozone increases from 0.027 
(95% CI 0.013-0.042) to 0.032 (95% CI 0.015-0.049) across the decades. 
This translates to an estimated annual number of May - September excess 
deaths in King County due to ozone in 1997-2006 of 31 (95% CI 14.7-47) 
and an increase in mid century to 59 (95% CI 28-90). For Spokane, the 
estimated baseline deaths due to ozone is 18 (95% CI 9-27) and in the mid 
century is estimated to increase to 35 (95% CI 17-54).

4. Discussion
4.1. Mortality and Heat Events

In the greater Seattle area there is a clear relationship between heat events 
and elevated risk of mortality for persons aged 45 and above. The elevated 
risk is apparent for non-traumatic causes in general, and for circulatory 
and respiratory causes specifically. The majority of circulatory deaths are 
due to cardiovascular causes; an analysis of cardiovascular deaths (not 
presented) showed that the relative risks associated with circulatory cause-
of-death were driven primarily by cardiovascular deaths. Respiratory 
deaths were too small in number to allow for an analysis of more specific 
causes. The highest relative risks were for persons aged 65 and above; 
relative risks for persons aged 45 to 64 were smaller (not presented) and this 
age group contributed relatively few excess deaths in the historical period 
(not shown). Analyses of age groups younger than 45 were inconclusive, 
as there were insufficient numbers of deaths to produce stable relative 
risk values (not presented). We did not attempt to extend the mortality 
analysis beyond the duration of the heat event itself. This approach may 
have missed some latent deaths if they occurred after the heat event ended. 
However, by limiting the analysis just to the heat event, the calculated risk 
estimates should be conservative because they would tend to understate 
the deaths attributable to the event.
In the Spokane, Tri-Cities and Yakima study areas, separately or combined, 
only a few, isolated relative risks were statistically significant. Some 
patterns in relative risk, however, suggest real differences in mortality 
rates during heat events, but with samples perhaps too small to support 
statistical significance.
Projected annual numbers of excess deaths in the greater Seattle area were 
substantial under some conditions; even under moderate summer (May-
Sept.) warming, the area can expect around 100 excess non-traumatic 
deaths in 2025 and more than 150 excess in 2045. The projections for the 
eastern study areas combined were much smaller. Even when projected 
population is taken into account, excess deaths per 100,000 were much 
lower in Spokane, Tri-Cities and Yakima than in the greater Seattle area. 
This could be explained in a number of ways. The urban heat island effect 
may be stronger in the more densely settled Seattle area. To the extent that 
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socioeconomic inequality is greater in urban portions of the Seattle area, 
this may explain the higher relative risks for mortality during heat waves. 
Perhaps the best possible explanation is the greater market penetration 
of residential air conditioning in Spokane, Tri-Cities, and Yakima in 
comparison to the greater Seattle area. According to a corresponding study 
by Elsner et al. (2009), market penetration of residential air conditioning is 
significantly higher in the study areas east of the Cascade Mountains. As 
of 1980, the Spokane (24%), Tri-Cities (54%), and Yakima (21%) study 
areas had significantly higher percentages of residential air conditioning 
than the greater Seattle area (8%). According to projections for 2020, the 
disparity will grow even more as the Seattle study area (10%) will still 
have significantly lower percentages of residential air condition than the 
Spokane (41%), Tri-Cities (68%), and Yakima (30%) study areas. This 
association between lowered risks for heat related illness and higher 
prevalence of residential air conditioning has also been cited by a number 
of authors (McGeehin et al. 2001; Chestnutt et al. 1998) as a mitigating 
factor on heat related illness during heat events.
The numbers of excess deaths shown in Table 4 are estimates averaged 
across 30 annual climate scenarios. The variability in the estimates, due to 
the changing frequency and duration of heat events in the annual scenarios, 
is reflected in the standard error term for each value. We acknowledge 
that in using the inter-annual variation as a measure of uncertainty, not all 
sources of uncertainty may have been included, and therefore the standard 
errors likely will be artificially small. Although variability in the climate 
data contributes much to uncertainty in these estimates, we did not account 
for additional uncertainty due to the underlying risk estimates. In some 
cases, age-specific mortality rates for some disease categories are very 
close to baseline, and may not indicate a net excess. For example, the 
projections for circulatory deaths in the greater Seattle area show slightly 
fewer excess deaths in the 45+ category than in the 65+ category, because 
the overall point estimates indicate a small protective effect for the 45-64 
age group (data not shown). This probably reflects statistical uncertainties 
in the age-specific relative risk calculations, which have some confidence 
limits which overlapped unity. However in the remaining categories where 
the relative risk estimates were significantly elevated, there are consistent 
trends in excess deaths across projection scenarios.
A limitation of this analysis was the use of the county as the geographic 
level at which mortality data were linked with climate data. This decision 
was driven by the ready availability of both death certificate and population 
data at that level, and the substantial difficulty of creating smaller areas 
of analysis that were geographically stable (and therefore containing a 
consistent population base) for each year over the historical period. The 
necessity of averaging climate variables over a comparatively large area 
meant that local extremes in temperature and humidity were dampened, 
and the estimated effect of heat on mortality may have been attenuated. 
However, this suggests that our analysis yielded conservatively-biased 
estimates of the relationship between heat and mortality, and that the 
actual effects may be larger.
In addition, the reliability of the projections for excess deaths in each of 
the nine future heat regimes depends upon the reliability of both climate 
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projections and population projections. The middle 2025 scenario, 
combining the closest time period with the average climate scenario, is 
the most reliable of the nine simulations. Excess death estimates using 
the low and high warming scenarios must be interpreted cautiously, as 
extremes bracketing the best estimate. Estimates of excess deaths for 2045 
and 2085 were made using 2025 projected populations. To the extent that 
population continues to grow beyond 2025, particularly if more growth 
occurs in higher age ranges, excess death estimates will be conservative.
Other issues that should be mentioned concern our use of ICD-9 and ICD-
10 codes to categorize deaths by cause. First, ICD-9 and ICD-10 codes are 
not perfectly comparable, so cause-specific rates may appear to change 
between years when different coding schemes were in use for no other 
reason than deaths are grouped somewhat differently in each system. 
However, we did not aim to analyze changing mortality rates over time, 
so the change in coding scheme is not central to the analysis. Second, 
since deaths are not classified as being caused by heat, some inference is 
necessary in choosing cause-of-death groupings that are believed to be 
influenced by heat. Since we cannot precisely isolate cause of deaths that 
are due solely or substantially to heat, inaccurate cause of death information 
could create potential non-differential misclassification and estimates of 
the effect of heat on mortality are potentially conservatively biased.
Finally, the analytic method we chose relies upon a dense population with 
substantial numbers of deaths each day. Members of smaller, more isolated 
populations may also experience elevated risk of mortality during heat 
events, perhaps to an even greater extent than in larger, central populations, 
perhaps due to increased exposure or lack of access to cooling. This 
analysis is not sensitive enough to determine relative risks for smaller, 
rural locales.

4.2. Mortality and Ozone

We assessed the potential health impacts of ozone related climate change 
at a locally relevant regional scale, the county, for two highly populated 
regions of Washington State; King and Spokane counties. Given the 
assumptions of our models, increases in projected ozone concentrations 
will increase the mortality rate due to this pollutant in both areas. The 
higher ozone concentrations and underlying mortality rates observed in 
Spokane County yield higher current and future decade mortality rates due 
to ozone in this eastern Washington setting. However, the relative change 
in ozone related mortality is predicted to be greater in King County, due 
to a larger relative change (increase) in predicted ozone concentrations for 
this Western Washington region in mid-century.
The availability of regionally downscaled climate models and meteor
ological and air pollution models provides an opportunity for this initial 
public health assessment of climate change and ozone in Washington State. 
However, the models and subsequent estimates are subject to influence 
based on assumptions for the underlying components and the scope of 
available data sources. We applied a single climate change scenario-
ozone model to forecast future ozone concentrations that incorporates the 
range of influences on ozone formation through both direct and indirect 
meteorological changes. Previous application of climate change related 
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ozone forecasting and subsequent health impact have relied on ozone 
projections focused on the direct impacts of climate change and do not 
incorporate land use/land cover projections, anthropogenic emission 
changes, and future boundary conditions (Knowlton et al. 2004; Bell et 
al.2007). 
We used a concentration response function from the NMMAPS study. 
Several features support its selection. The effect estimates fall within the 
range of those reported among the National Academy of Sciences recent 
review of U.S. based studies that include multiple cities or meta analyses 
where the point estimates ranged between 0.46% - 1.50 % increase in 
mortality per 10 ppb increase in 8 hour ozone concentrations, with the 
lower and upper bounds of the confidence intervals ranging from 0.23%-
2.10 % (Thurston 2001, Levy 2001, Stieb 2002, Bell 2004, Bell 2006, 
Schwartz 2006, NAS 2008). NMMAPS and the studies cited include 
temperature and particulate matter air pollution in the ozone concentration-
response model, to remove confounding by the influence of these factors 
on mortality. 
There is an ongoing need for better data on the portion of mortality that 
represents people who are at risk of death within a few days irregardless 
of ozone exposure - the so-called “harvesting effect”. However, the 
current evidence suggests that mortality due to ozone is not restricted 
to this subgroup of individuals (NRC 2008). While individuals within 
the population with pre-existng disease, particularly cardiopulmonary 
conditions and at extremes of the age range are likely more vulnerable to 
the effects of increasing ozone, the distribution of ozone-mortality effects 
on subpopulations are not well characterized unlike the overall (population-
weighted) average concentration effects such as applied in this study. 
In the first study of this kind to apply regional climate model outputs to 
county level public health risk assessment for ozone mortality (Knowlton, 
2004), the estimated 1990s baseline decade (1990s) ozone mortality for 31 
northeast U.S. counties were between 5 and 123 (for June- August period). 
This was calculated based on modeling the baseline 1990s decade ozone 
concentrations using a regional climate ozone model under the IPCC 
A2 scenario. Our baseline 1990s ozone mortality estimates for King and 
Spokane County yield comparable findings (69 and 37, respectively for 
May-September period), although our baseline decade ozone concentrations 
were based on regulatory monitoring network measurements, rather than 
application of the regional model for the 1990s. We predict slightly larger 
increases between our measurements in the current decade and the mid 
century modeled projections, a +6.1 ppb change for Spokane County and 
+5.8 ppb for King County compared to more modest increases of 1-4 ppb in 
the northeastern county based analysis. This likely reflects that the climate 
change ozone model employed by Knowlton et al did not incorporate land 
use/land cover projections, anthropogenic emission changes, and future 
boundary conditions (Knowlton et al. 2004; Bell et al. 2007) which would 
be expected to increase future ozone concentrations above the influence of 
more direct effects of climate on ozone. 
The application of projected population increases on mortality rates had 
a strong influence on future mortality projections. This demonstrates 
the relative public health impact that even modest increases in ozone 
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concentrations may have as the population grows but also underscores the 
uncertainties inherent in risk assessment such as this. In the future, we plan 
to employ both alternative models of climate change-ozone concentrations 
with differing underlying assumptions as they become available for our 
region.

6. Research Gaps and Recommendations for  
Future Research

Social and economic factors have been shown to influence mortality 
during periods of excessive heat (Greenberg et al. 1983; McGeehin 
et al. 2001; Browning et al. 2006). A logical next stage in the study of 
the effect of heat events on mortality in Washington State would be to 
consider socioeconomic factors that shape exposure to heat and mitigation 
of the effects of heat, in particular, race/ethnicity, income and occupation. 
Moreover, we were unable to study the mitigating influence of such things 
as distribution of residential air conditioning or access to cooling at work 
or leisure; such access is unlikely to be equally distributed across the state 
or adequately available to persons most at risk of serious illness or death.
A refinement of the estimated relationship between heat events and mortality 
could be made by reducing the size of the geographic unit used to link 
climate variables with mortality, so that a more precise approximation of 
the local heat history surrounding the decedent could be made. If fatalities 
were geocoded to census blocks then climate variables at the grid level 
could be assigned to specific blocks individually, rather than averaged over 
a much larger area. In addition, a variety of block-level contextual factors 
(e.g., neighborhood characteristics) available from Census data that might 
be relevant to heat-related mortality risk could be linked and analyzed in 
concert with other factors.
Finally, this analysis considered only fatalities, the end stage of a progression 
of heat-induced morbidity that many individuals will not reach. A more 
sensitive and perhaps more revealing analysis of the effects of heat on the 
health and welfare of a population would consider other outcomes, such 
as emergency room and hospital admissions for heat-related illnesses, and 
even lost income and productivity due to illness.
Complexities not considered in the analysis of ozone and mortality include 
differences within population subgroups regarding vulnerability, housing 
characteristics, and activity patterns which may vary in the future. As the 
climate warms, people may spend more time indoors or in air conditioned 
settings which will decrease exposure. We applied a single baseline 
mortality rate based on current decade but this may change due to medical 
advances, access to medical care and changes in other risk factors such as 
smoking and diet, and aging of the population. Some acclimatization may 
occur but quantifying this is outside the scope of this study. We focused on 
short term mortality increases due to increased ozone, but other important 
but less severe health conditions that are known to be influenced by short 
term increases in ozone include hospitalization for asthma and other 
chronic respiratory disease, lost work and school days due to respiratory 
symptoms. The adverse health consequences of chronic elevated ozone 
exposure on health is less well-studied although an expanding literature 
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suggests such exposure increase the prevalence of asthma and asthma 
symptoms (McConnell 2002, Lin 2008).

In regard to ozone and mortality, the following issues need to be 
addressed:

Development of a range of climate - ozone projections reflecting •	
different assumptions regarding population growth, emission 
changes, and land use changes would allow consideration of the 
range of potential changes in ozone concentration and the influence 
of potential future policy-making options on those changes.

Consideration of other important health outcomes and medical/•	
public health system burdens due to increases in ozone such as 
asthma hospitalizations, asthma prevalence, and cardiovascular 
disease events should be applied to future policy-making options

Development of robust models forecasting regional scale changes in •	
particulate matter (e.g. PM2.5) and application in health risk studies 
in Washington State would further enhance climate-preparedness 
efforts.

Better understanding of the effects of ozone on vulnerable •	
subpopulations such as those with pre-existing diseases and differing 
age groups, particularly the very young and elderly.

Finally, a great deal more study is needed to understand the multiple 
effects of climate change on incidence of death or illness from causes not 
considered in this focused initial effort. For example, the currently observed 
wintertime increases in cardiopulmonary disease may be lessened with 
future decreases in wintertime temperatures. Characterizing this will be 
helpful to fully understand the global context of climate change and health 
in the population.

These include food- and water-borne illnesses, vector-borne disease, and 
exposure to risk of traumatic injury and death from extreme weather events 
such as flooding, storm surges and sea-level rise.

7. Conclusions

Heat stress is a significant factor in mortalities during the warmer months 
in Washington State, especially for persons aged 65 and above. As summer 
(May-Sept.) heat increases and the population grows, Washington can 
expect an increase in the number of heat-related deaths annually. More 
research should be done to explore other important factors influencing 
the effect of heat on mortality in Washington, including individuals’ 
socioeconomic status and access to cooling in very hot weather.

In the last decades, overall ambient air quality has improved in Washington 
State through regulatory policy but health impacts continue and climate 
change related effects may threaten gains that have been made. A better 
understanding of climate change impacts on ambient air quality is critical to 
prepare for and alleviate potential worsened public health consequences.
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Abstract

Climate change is expected to bring potentially significant changes to Washington State’s natural, institutional, 
cultural, and economic landscape. Addressing climate change impacts will require a sustained commitment 
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programs, and services that may be affected by climate change. This paper discusses fundamental concepts for 
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1. Introduction
Climate change is expected to bring significant changes to Washington 
State. As described in accompanying papers, Washington’s natural, 
institutional, cultural, and economic systems (collectively referred to 
herein as “human and natural systems”) face potentially unprecedented 
challenges from the combined effects of a changing climate, population 
growth, and growing demands on resources. Addressing these challenges 
will require a sustained commitment to preparing for the impacts of climate 
change (adaptation) and reducing greenhouse gases (mitigation).   
This paper provides a starting point for climate change planning in 
Washington State by highlighting major considerations for adaptation 
planning as a whole and for the specific sectors analyzed as part of the 
Washington Climate Change Impacts Assessment (the Washington 
Assessment). Sections 2 and 3 explain what adapting to climate change 
means and why adaptation is necessary at the state and local level. Section 
4 describes Washington State’s efforts to date with state-wide adaptation 
planning and discusses possible adaptation strategies and actions related to 
the analyses conducted for the Washington Assessment. Section 5 suggests 
several approaches for incorporating rapidly evolving climate conditions 
and climate science into Washington State policy making. Finally, Section 
6 describes next steps and research recommendations. 

2. What Constitutes Climate Change Adaptation?

Adapting to climate and climate variability is not a new activity for human 
and natural systems. Reservoirs are constructed in response to seasonal 
variations in streamflow. Levees are built to reduce flood risk. Ecosystems 
shift over time to compensate for changes in temperature or sea level. The 
need for more systematic adaptation is increasing, however, as evidence 
that climate change is occurring continues to grow and as it becomes clear 
that substantive reductions in greenhouse gas emissions will not be made 
in time to avoid many projected climate change impacts (IPCC 2007). 
The need to adapt to climate is based on the vulnerability of human and 
natural systems to climate impacts, which is a function of a system’s 

Figure 1. The role of anticipatory 
and reactive adaptation in addressing 
climate impacts (Klein 2003, figure 
used with permission)
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sensitivity, exposure, and adaptive capacity to climate (Box 1). 
Breaking this down further, IPCC 2007 (Chapter 19) identified 
the following seven key components that influence vulnerability 
to climate change: 1) the magnitude of impacts (e.g., scale and 
intensity), 2) the rate and timing of impacts (e.g., fast vs. slow; 
near-term vs. long-term), 3) the persistence and reversibility 
of impacts, 4) the likelihood of impacts, 5) the potential for 
adaptation, 6) distributional aspects of impacts and vulnerabilities 
(e.g., across regions and population groups), and 7) the importance 
of the system(s) at risk. 
It is important to note that vulnerability to climate impacts also 
may be affected by changes in non-climatic stresses such as 
population growth, increasing resource demands, changes in 
global economic markets, competition from invasive species, and 
development in or near sensitive habitats. Adapting to climate 
change likely will be more effective when adaptation efforts 
address both the climatic and non-climatic stresses affecting a 
system’s vulnerability. For example, efforts to address climate 
change impacts on Pacific Northwest salmon likely will be more 
successful if other stresses related to habitat loss, hydropower 
operations, and salmon hatchery management practices are also 
considered part of the adaptation “portfolio.”
But what does it mean to adapt to climate change? Definitions of 
adapting to climate change vary in detail but are generally based 
on the concept of making adjustments in physical, ecological, 
economic, and social systems to compensate for climate impacts 
(Smit et al. 2000, Adger et al. 2005, IPCC 2007). The goal of these 
adjustments is making human and natural systems more resilient 
to the impacts of climate change. A resilient system is one that 
has the capacity to “absorb and rebound from weather extremes, 
climate variability, or change and continue functioning” (Luers 
and Moser 2006; also Turner et al. 2003, IPCC 2007).
Adapting to climate change can be done in anticipation of 
climate change impacts (anticipatory adaptation) or in response 
to climate events (reactive adaptation), as illustrated in Figure 1. 
Anticipatory adaptation occurs when governments, businesses, 
and private citizens take proactive steps to reduce the negative 
consequences of projected climate change impacts. Anticipatory 
adaptation can also be used to maximize the benefits of climate 
change, such as a longer growing season or increased winter 
hydropower production. 
Because it is impossible to anticipate perfectly how climate change 
will affect human and natural systems, and because natural systems 
cannot anticipate climate change impacts, reactive adaptation also 
will occur. Reactive adaptation may be an acceptable strategy 
in cases where the risks associated with responding reactively 
to climate impacts are considered acceptable. However, relying 
exclusively on reactive adaptation can be problematic (Smith 
1997). First, reactive adaptation may be “too little too late” given 
that some climate change impacts, such as the loss of a species, 

Box 1: Basic Concepts in Adaptation 
Planning

Sensitivity: The degree to which a 
system is affected, either negatively 
or positively, by climate variability or 
change. The effect may be direct (e.g., 
a change in crop yield in response to 
a change in the mean, range, or var
iability of temperature) or indirect 
(e.g., damages caused by an increase in 
the frequency of coastal flooding due 
to sea-level rise) (IPCC 2007).

Exposure: The nature and degree 
to which a system is exposed to sig
nificant climatic variations (IPCC 
2001). Exposure to climatic stresses 
may vary by geography, elevation, 
length of time, and other factors.

Vulnerability: The extent to which a 
natural or social system is susceptible 
to sustained damage from weather 
extremes, climate variability, and 
change (and other interactive stressors) 
(Luers and Moser 2006).

Adaptive capacity: The ability of a 
system to adjust to climate stresses 
(including weather extremes, climate 
variability, and climate change) 
so that potential damages are 
reduced, consequences coped with, 
or opportunities maximized (IPCC 
2007).
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may be irreversible. Second, reactive adaptation is likely to cost more 
than anticipatory adaptation (idem, Luers and Moser 2006, IPCC 2007, 
Repetto 2008). This may be particularly true when dealing with long-
lived infrastructure that is difficult to retrofit or relocate in response to 
climate impacts, or when the potential to implement more cost-effective 
anticipatory adaptation measures becomes permanently constrained by 
present-day activities (IPCC 2007). Finally, reactive adaptation may 
run the risk of being short-sighted by focusing on resolving the crisis at 
hand, e.g., a single drought or coastal erosion event, and not addressing 
the underlying current and projected problems that contribute to the 
crisis, e.g., over-allocation of water resources or development in unstable 
coastal areas (Smith 1997). Consequently, adapting to climate change will 
ultimately involve both anticipatory and reactive adaptation actions. 
Whether anticipatory or reactive, adaptive planning involves two general 
categories of activity: building adaptive capacity and implementing 
adaptive actions (UKCIP, undated). Building adaptive capacity focuses on 
increasing institutional capacity to handle the impacts of climate change, 
i.e., to deliver adaptive actions. Building adaptive capacity recognizes that 
there are institutional, legal, cultural, technical, fiscal, or other barriers to 
planning for climate change that need to be addressed if a community is 
going to effectively adapt to climate change. Building adaptive capacity 
can occur regardless of the amount of uncertainty that exists around 
specific climate change projections (e.g. whether sea level rise increases 

Table 1. Examples of adaptive capacity building (Luers and Moser 2006; Snover et al. 2007; UKCIP, undated)

Increase access to 
information about climate 
and climate impacts

Increase staff access to science experts and peer-reviewed science and •	
policy publications 
Host brown bag seminars, department meetings, and scientific briefings •	
for staff
Include climate impacts/adaptation information in websites, newsletters, •	
fact sheets, utility inserts, brochures
Include information on climate impacts and adaptive planning activities in •	
public meetings

Increase technical capacity 
to incorporate information 
on climate impacts

Collect data and improve monitoring to fill critical information gaps•	
Conduct research, or partner with organizations to fund needed research on •	
climate impacts
Increase training opportunities and access to technologies that support •	
adaptation needs 
Increase partnerships with organizations that can support adaptation needs•	
Hire expertise in areas that support adaptation needs  •	
Dedicate new or existing staff time to overseeing adaptation activities •	

Increase legal and 
administrative capacity to 
adapt to climate change

Develop adaptation planning strategy to guide adaptation activities•	
Assess regulatory, institutional, and cultural barriers to implementing •	
adaptation actions
Modify regulations, policies, administrative procedures, etc. to remove or •	
minimize identified barriers
Improve guidance/best management practices to incorporate adaptive •	
planning objectives
Provide the necessary financial resources to support adaptive planning•	
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4 cm [2 in] or 34 cm [13 in]). As such, these steps represent “no 
regrets” strategies (Section 4.9) for adapting to climate change. 
General examples of activities that may build adaptive capacity 
are provided in Table 1; additional examples related to the eight 
sectors analyzed for the Washington Assessment are included in 
Table 2, located at the end of this paper. 
Adaptation actions are actions taken to address specific climate 
vulnerabilities or opportunities. Examples of adaptation actions 
include improving drought planning, promoting new irrigation 
technologies to improve water use efficiency, managing forest 
density to reduce vulnerability to forest fires, and opening 
additional cooling centers during extreme heat events. A more 
extensive list of possible adaptation actions relevant to the eight 
sectors evaluated in the Washington Assessment is found in Table 
2, located at the end of this paper.
Understanding what adaptation is also means understanding 
what it is not. Adapting to climate change is not about completely 
insulating communities and natural systems from all climate 
impacts; this is an unattainable goal. While many impacts can 
be anticipated and significantly minimized through adaptive 
planning, it is not possible to anticipate perfectly how climate 
will change and how these changes will manifest themselves at 
specific locations and points of time. Surprises are unavoidable. 
Consequently, the goal of adaptive planning is better framed as 
increasing the resilience of human and natural systems to climate 
impacts by eliminating or minimizing the negative consequences 
of climate change on these systems.
Second, adapting to climate change is not a one-time activity. 
Climate will continue to change as will Washington’s communities, 
economies, social preferences, and policies and regulations. The 
assumptions that shape adaptation planning must be periodically 
revisited and adjusted to reflect these changes. Therefore, 
adapting to climate change must be seen as a “…continuous set 
of activities, actions, [and] decisions” undertaken by individuals, 
groups, and governments rather than a one-time activity (Adger 
et al. 2005). 

3. Why Adapt to Climate Change at the State 
and Local Level? 

State and local efforts to prepare for climate change are relatively 
new yet gaining ground quickly. As of September 2008, eight 
states – Washington, Oregon, California, Alaska, Florida, 
Maryland, New Hampshire, and Massachusetts – were developing 
state-level adaptation plans (Pew 2008). Six additional states 
(Arizona, Utah, Colorado, North Carolina, South Carolina, 
and Vermont) had recommended developing adaptation plans 
within their state mitigation plans. Numerous county and local 
governments around the country, including Washington’s City of 
Olympia, King County, and City of Seattle, are also developing 
adaptation plans (Box 2).

Box 2. The CASES Database

Understanding how state and local 
governments are approaching the 
task of adapting to climate change 
is often helpful for building public 
and political support for adaptation, 
understanding the range of activities 
that constitute adapting to climate 
change, and learning from the exper
iences of other state and local govern
ments who have started the process of 
adapting to climate change. Knowing 
which state and local governments are 
working on climate change adaptation 
and where to find information on their 
efforts can be challenging, however.  
To help address this challenge and 
support state and local adaptation 
planning, the Climate Impacts Group 
is developing the CASES (Climate 
Adaptation caSE Studies) database. 
CASES is a user-driven, searchable 
database that will provide basic 
information on state and local adap
tation planning efforts. Users will be 
able to query the database by location 
and/or any other combination of 
search options, including population 
size, impact concerns, and adaptation 
activities. CASES reports will include 
a summary of adaptation planning 
activities within a community and 
contact information for requesting 
additional information. The database 
is expected to “go live” with an initial 
set of case studies. Users will help grow 
the database over time by submitting 
case studies on their own adaptation 
work to the database. Funding for the 
development of CASES was provided 
by Washington State as part of the 
Washington Climate Change Impacts 
Assessment.
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Adapting to climate change at the state and local level is prudent for several 
reasons (Snover et al. 2007, Smith 1997, Box 3).  First, significant regional-
scale climate change impacts are projected. Furthermore, because of lags 
in the global climate system and the long lifetime for key greenhouse 
gasses in the atmosphere, impacts over the next few decades are virtually 
certain. Impacts in the second half of the 21st century are also certain, but 
the magnitude of those impacts will be greatly influenced by the success 
or failure of efforts to reduce greenhouse gas concentrations both in the 
near-term and over time. 
As described in accompanying papers, Washington State is projected to 
experience a wide range of climate change impacts (absent adaptation) by 
mid-21st century, including:

An increase in average annual temperature of 1.8°C (3.2°F) by the •	
2040s (Mote and Salathé 2009, this report); 
A 37-44% decline in spring snowpack by the 2040s (Elsner et al. •	
2009, this report); 
A 13-16% decrease in summer hydropower production by the 2040s •	
and a 363-555% increase in summer cooling demands, which is 
related to warmer summer temperatures as well as population growth 
and building trends (Hamlet et al. 2009, this report); 
Changing yields for dryland winter wheat (+13 to +24%), irrigated •	
potatoes (-2% to -3%), and irrigated apples (+9%) by the 2040s 
assuming continued availability of water to irrigated crops and 
benefits from the carbon dioxide (CO2) fertilization effect (Stöckle et 
al. 2009, this report). Average yield for cherries and apples decrease 
40-50% by 2070 for junior water rights holders in the Yakima Basin 
despite the CO2 fertilization effect when climate change-related 
declines in summer water supply are accounted for (Vano et al. 
2009b, this report); 
A quadrupling of the duration of temperatures causing migration •	
barriers and thermal stress for salmon (temperatures greater than 

Box 3. Primary Reasons for Planning for Climate Change at the State and 
Local Level

Significant regional-scale climate change impacts are projected.1.	
State and local governments, businesses, and residents are on the “front line” 2.	
when it comes to dealing with climate impacts.
Decisions with long-term impacts are being made every day, and today’s 3.	
choices will shape tomorrow’s vulnerabilities.
Significant time is required to motivate and develop adaptive capacity, and to 4.	
implement changes.
Preparing for climate change may reduce the future costs of climate impacts 5.	
and responses.
Planning for climate change can benefit the present as well as the future.6.	
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70°F) in the interior Columbia Basin by the 2080s (Mantua et al. 
2009, this report); 
A tripling in the area burned by fire in the interior Columbia Basin •	
risk by the 2040s (Littell et a. 2009, this report); 
Increasing coastal threats associated with higher mean sea level, •	
increased coastal storm strength and flooding, increased beach and 
bluff erosion, and increased ocean temperatures and acidity (Huppert 
et al. 2009, this report);
Projected increases in extreme rainfall magnitudes throughout the •	
state by mid-century, although the projections vary substantially by 
both model and region (Rosenberg et al. 2009, this report); and   
An additional 156 deaths annually among persons aged 45 and •	
above during heat events in 2045 in the greater Seattle, Washington, 
area alone, as well as an additional 132 deaths between May and 
September annually due climate change impacts on air quality 
(Jackson et al. 2009, this report).

The impact of these projected changes on Washington’s human and natural 
systems could be significant if steps are not taken to eliminate, reduce, or 
otherwise accommodate the changes. 
Second, Washington’s residents, businesses, and local and state governments 
are on the “front line” when it comes to dealing with climate impacts. 
Climate change is driven by the global accumulation of greenhouse gases 
in the atmosphere but the impacts of this global-scale problem will be 
felt most acutely at the state and local level. State and local governments, 
businesses, and private citizens will be forced to deal with the physical 
impacts of climate change and the associated economic costs of lost 
productivity, damaged infrastructure, and increasing emergency response 
costs, among others. At its core, adapting to climate change is an inherent 
part of providing for the safety, health, and welfare of a community.   
Third, decisions with long-term impacts are being made every day, and 
today’s choices will shape tomorrow’s vulnerabilities. State and local 
governments regularly make decisions that have long-lasting implications 
for climate vulnerability, including decisions related to land use planning 
and development, habitat management, flood control, erosion control, 
water supply, and infrastructure design. Excluding the potential impacts 
of climate change in these types of decisions can increase vulnerability to 
climate change. For example, developing property in an area that is likely 
to experience more flooding as a result of climate change increases the risk 
of flood damage to the new structures. 
Fourth, significant time is required to motivate and develop adaptive 
capacity, and to implement changes. Evaluating and integrating information 
on climate change impacts into decision making does not happen quickly. 
Significant time is required to develop the necessary support for examining 
how climate change may affect specific resources or activities; for 
identifying and addressing where legal, institutional, and cultural barriers to 
using climate information in decision making exist; and for implementing 
strategies that reduce vulnerability to climate change impacts. 
Fifth, preparing for climate change may reduce the future costs of climate 
impacts and responses. Efforts taken now to reduce vulnerability to climate 
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change impacts may lead to future cost savings through damage avoidance 
and/or by avoiding the need to retrofit for climate resilience. For example, 
updating coastal setback requirements or modifying land use planning to 
eliminate certain types of land uses within the flood zone are likely to 
be more cost-effective when done proactively rather than reactively. The 
suite of adaptation choices also may be greater when preparing for, rather 
than reacting to, climate change.
Finally, planning for climate change can benefit the present as well as the 
future. Climate change is likely to intensify existing stresses by increasing 
the frequency, duration, and extent of events that contribute to present-day 
problems, such as flooding, drought, and forest fire risk. Most adaptation 
activities aimed at addressing projected climate change impacts are likely 
to provide benefits today, meaning that communities do not have to wait 
until the 2020s or the 2050s to realize the benefits of adaptation activities. 
For example, expanding an existing water conservation program in 
anticipation of increasing drought risk will help mitigate present-day 
droughts as well.
While the reasons for preparing for climate change are clear, adaptive 
planning to date has been inhibited by many real and perceived barriers. 
These include the following (Luers and Moser 2006; Snover et al. 2007; 
IPCC 2007; Ligeti et al. 2007; Repetto 2008; UKCIP, undated).
Information Barriers. Updated information on climate impacts and 
adaptation planning may be hard to find, out of date, and/or difficult to 
apply directly to state and local government management needs. For 
example, the geographic scope of available impacts assessments (such as a 
region of the country or a particular sub-basin) may not match the needs of 
individual decision makers, who would ideally like to know how climate 
change will affect their specific community or management domain with 
as much detail as possible. Additionally, the technical nature of climate 
information can make it difficult to interpret the relevance of available 
climate information to state and local planning needs. 
Dealing with Uncertainty and Perceptions of Risk. Decision makers may 
feel there is too much uncertainty about the timing and extent of climate 
impacts, or the risks associated with implementing certain adaptation 
actions, to begin adapting to climate change. Additionally, decision makers 
may not feel that the impacts and associated risks are significant enough to 
require a change from “business as usual.”
Issue Fatigue and Disconnected Time Horizons. Decision makers are 
often contending with multiple pressing issues related to present-day 
problems. Incorporating climate change impacts into already complex 
decision-making environments can be difficult, particularly given the 
long-term nature of the climate change problem. This challenge may 
become even more pronounced if projected impacts are not expected to 
occur until after a decision maker’s term has expired or they have retired. 
Additionally, decision makers may find it hard to rationalize the near-
term costs of specific adaptation options relative to the future (long-term) 
costs of inaction. The division of responsibilities between short-term and 
long-term planning, and the location of these responsibilities in different 
departments, may contribute to the problem of disconnected time horizons 
(Luers and Moser 2006).
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Technical, Fiscal, and Human Resource Constraints. A lack of staff, fiscal, 
and technical resources for adaptive planning can limit adaptive planning 
efforts. 
Regulatory and Institutional Barriers. Regulations, policies, and procedures 
may include provisions that limit the ability of institutions or individuals to 
implement adaptive actions. In some cases, regulatory programs or limits 
may actually promote actions that increase vulnerability to climate impacts 
(e.g., flood insurance programs that allow for development in floodplains). 
Institutional barriers may include problems coordinating across different 
levels of government, departments, or disciplines; lack of internal and/
or external support for acting on climate change; and turnover of staff 
and elected officials. Institutional responses to risk taking also may create 
barriers. In general, staff are not punished when things go wrong if they 
followed existing guidelines. This encourages reliance on past information 
even when decisions made on the basis of past information may not be 
consistent with future needs. 
Lack of “Peer” Examples for Adaptive Planning. In some cases, the 
perception that few, if any, “peer” communities (i.e., communities of 
similar size or geographic location) are planning for climate change may 
create a barrier to planning for climate change. 
Reducing the barriers to adaptive planning will take time. Many may 
be addressed in substantive ways by building and maintaining adaptive 
capacity, as described in Section 2. Focusing early adaptation actions 
on low-regrets and no-regrets strategies (see Section 4.9) also may 
be effective for gaining early momentum on adaptive planning. Most 
important, however, is recognizing that while these barriers exist (and 
likely will always exist to some degree), the need to begin preparing for 
climate change impacts remains clear. 

4. Adaptation Options for Washington State 

Washington’s commitment to adapting to climate change was formalized 
on February 7, 2007, when Governor Christine Gregoire signed the 
Washington Climate Change Challenge (Executive Order 07-02). In 
addition to establishing greenhouse gas reduction goals for the state, 
Executive Order 07-02 committed the state to determining what steps 
the State could take to prepare for the impacts of climate change. Five 
multi-stakeholder Preparation and Adaptation Working Groups (PAWGs) 
focusing on public health, agriculture, coasts and infrastructure, forestry, 
and water supply and management were assembled to develop the 
adaptation recommendations. The PAWG recommendations, released 
February 2008, varied by sector but addressed the following common 
themes (Ecology and CTED 2008): 

Enhancing emergency preparedness and response;•	
Incorporating climate change and its impacts into planning and •	
decision-making processes;
Restoring and protecting natural systems and natural resources;•	
Building institutional capacity and knowledge to address impacts •	
associated with climate change;
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More effectively managing and sharing best available data; and•	
Educating, informing and engaging landowners, public officials, •	
citizens and others.

The Washington Assessment complements the State’s effort with the 
PAWGs by providing updated and expanded details on the potential 
impacts of climate change in Washington. Adaptation options relevant to 
the scope of the analyses conducted for the Washington Assessment are 
described in the following sections and aggregated in Table 2, located at 
the end of this paper. 
Note that the Washington Assessment does not provide a detailed list of 
specific policy changes that could be made, nor have the various studies in 
this report analyzed the effectiveness of the identified adaptation strategies 
and options on projected climate change impacts for each sector. The 
Washington Assessment should be viewed as starting point for initiating a 
more systematic review of adaptation needs, as recommended in Section 
6. This could be done with continued involvement from the PAWGs and/
or through a combination of intra- and inter-agency working groups 
convened to evaluate what adaptation options are needed and how they 
can be implemented.  

4.1. Hydrology and Water Resources

Washington’s water resources are highly sensitive to climate change, 
as described in Elsner et al. 2009, this report; Vano et al. 2009 a,b, this 
report. This sensitivity is largely dominated by the state’s reliance on 
snowpack for much of its water supply. Although specific impacts will 
vary by watershed, climate change is projected to contribute to lower 
spring snowpack, higher winter streamflows, earlier peak spring runoff, 
and lower summer streamflows. These changes are most pronounced in 
relatively warm mid-elevation watersheds (such as those originating on 
the west slopes of the Cascades) where projected warming shifts more 
winter precipitation to rain rather than snow. 
In the absence of adaptive responses, the projected hydrologic changes 
are expected to result in reduced water supplies in Seattle, Tacoma, and 
Everett, and increased impacts to irrigators with junior water rights in 
the Yakima basin (Vano et al. 2009a,b, this report). Regional hydropower 
production, flood control operations, and instream flow in the Columbia 
River basin will be materially affected by streamflow timing shifts that 
accompany regional warming, requiring operational changes (Lee et al. 
2009) and different approaches to energy planning (Hamlet et al. 2009, 
this report). 
Impacts on the high flow side of the spectrum are also projected. Increases 
in winter precipitation combined with regional warming are projected to 
increase flooding in many river basins in Washington (Mantua et al. 2009, 
this report). Changes in hydrologic extremes (floods and droughts) impact 
both human systems (Rosenberg et al. 2009, this report) and aquatic 
ecosystems (Mantua et al. 2009, this report), particularly in the context of 
Pacific Northwest salmon recovery activities. 
Non-climatic factors are likely to compound projected hydrologic impacts. 
Patterns of development, such as location of new communities in a flood 
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plain, may escalate flood risk by increasing community exposure to 
flooding. Loss of riparian habitat due to development, timber production, 
or other non-climatic factors may intensify projected impacts related to 
low streamflow, warmer summer water temperature, and damaging winter 
high flows. 
Population growth will also add stress to water supplies. The majority of 
Washington’s population (both current and projected) lives west of the 
Cascades in vulnerable areas affected strongly by loss of snowpack and 
increased flood risk. Likewise Washington’s key agricultural areas are 
located in sensitive watersheds with limited reservoir storage. Finally, 
energy policies that place increased emphasis on renewable energy sources 
such as hydropower may effectively increase the stresses associated with 
projected losses in summer hydropower production (Hamlet et al. 2009, 
this issue).
The rapidly evolving impacts of climate change on the hydrologic cycle 
will require new approaches to water management, and greater flexibility 
in the way we conserve and manage our water resources and prepare for 
emergencies such as floods and droughts (Hamlet et al. 2009, in review). 
Strategies for adapting to reductions in summer water availability and 
increasing summer drought stress include expanding and diversifying 
existing water supplies, developing new or alternate water supplies, 
reducing demand/improving efficiency, implementing operational 
changes, increasing the ability to transfer water between uses and users, 
and increasing drought preparedness (Table 2, located at the end of this 
paper).
Adaptation actions to reduce increased winter flood risk include 
infrastructure changes such as strengthened dikes and levees, increased 
reservoir storage, restoration of hydrologic function in floodplains, 
operational approaches such as improved flood forecasting and adaptation 
of reservoir management policies, improved emergency management 
systems, and altered land use policies and flood insurance programs 
that take into account the changing risks of extreme events.  Changes in 
ecosystem management and salmon habitat restoration plans will also be 
needed to adapt to changing high flow risks.
Most of the adaptation strategies identified in Table 2 are already familiar 
to water resources planners and managers, or are extensions of existing 
water planning and management strategies. This supports the argument that 
adapting to climate change can make use of existing tools and approaches 
(Snover et al. 2007), although which tools are used and how they are used 
may differ once projected climate change impacts are taken into account. 
It is worth noting that, in the context of water supply, demand management 
strategies such as conservation often emerge as low cost (often lowest 
cost) adaptation strategies, whereas adaptation strategies based on large 
scale infrastructure changes are often the highest cost (Hamlet et al. 2009, 
in review).
Barriers to adaptation in the water sector include institutional or legal 
constraints that ultimately prevent meaningful changes in water policy, 
water allocation, or water resources management from occurring (Gamble 
et al. 2003). Functional linkages between science (in this case climate 
change science) and water resources planning and management practice 
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are frequently missing or are outdated. Perceptions of professional risk 
in the water resources management community are an obstacle to the 
acceptance of changes that are currently outside of accepted professional 
practice (e.g. scenario-based planning based on climate and hydrologic 
model simulations). Planning horizons are often too short to meaningfully 
encompass climate change impacts, and the policy sector is often 
unresponsive to the gradual nature of the changes. Instead changes in water 
management or water policy often follow crises. In the case of climate 
change impacts, these crises may occur decades in the future with the result 
that policy makers and planners ignore projected climate change impacts 
and focus on present difficulties. Polarization in communities focusing 
primarily on mitigation and those focusing primarily on adaptation has 
been a source of confusion in the media that limits the effectiveness of 
both groups. However, effective adaptations strategies can also have a 
positive impact on mitigation efforts (e.g., water conservation efforts may 
ultimately reduce the amount of total power required to treat and pump 
water). Together these efforts can result in greater flexibility in managing 
water resources into the future.

4.2. Energy

As shown in Hamlet et al. 2009 (this report), energy demand for heating and 
cooling is projected to increase due to the combined effects of population 
growth and warmer regional temperatures. Heating energy demands 
are projected to increase in the region by 35-42% by the 2040s despite 
reductions in heating days1 due due to warming. Cooling energy demands 
in the region are expected to increase significantly, rising 363-555% by the 
2040s relative to the late 20th century. 
Increased heating energy demands will affect both direct fossil fuel use 
(e.g. natural gas use for space heating) and demand for electrical power 
from hydropower and other sources. Growing cooling energy demands, 
on the other hand, will primarily increase demand for electric power since 
air conditioning technology is predominantly powered by electricity. 
Increasing cooling energy demands will also indirectly affect fossil fuel 
use associated with non-renewable power sources as the energy industry 
looks to increase capacity in response to growing demands. Increases in 
air conditioning use in the Pacific Northwest are likely to intensify these 
impacts and increase peak electrical power loads in summer. 
Climate change will also affect hydropower production. Hydropower 
accounts for roughly 70% of the electrical energy production in the Pacific 
Northwest and is strongly affected by climate-related changes in annual 
streamflow amounts and seasonal streamflow timing.  Winter (December-
February) regional hydropower supplies are projected to increase by about 
4% by the 2040s, which will offset increases in heating energy demand to a 
certain extent.  However, summer (July-September) regional hydropower 

1 Cooling and heating degree days are measurements used in the energy market to estimate 
demand. In the United States, a cooling degree day is counted for each degree the average 
temperature for a day moves above 75°F (24°C). For example, if the average temperature 
for the day was 80°F (27°C), that would count as 5 cooling degree days. One heating 
degree day is counted for each degree that average daily temperature falls below 65°F 
(18°C).
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supply is projected to decrease by about 15% by the 2040s, exacerbating 
the projected growth in cooling energy demands. Total annual hydropower 
production is expected to decline by about 3% (idem). 
Adapting to these changes will be needed, especially in summer. Impacts 
in summer are expected to be much more severe due to strongly increasing 
demand for electrical power, expected increases in air conditioning use 
and associated peak demands, and substantially reduced supplies from 
regional hydropower resources during the peak air conditioning months. 
Adaptation options for increasing energy supply include expanding the 
capacity of conventional, alternative, and renewable energy supplies 
in both winter and summer in anticipation of increased demand, and 
increasing local transmission capacity and peaking generation capacity in 
anticipation of projected increases in peak summer loads (Table 2, located 
at the end of this paper). Changes in water management policy to allow 
for increased summer hydropower generation may partially compensate 
for lost generating capacity. Increasing summer hydropower production 
may also help offset projected impacts to salmon (Mantua et al. 2009, 
this report) by increasing summer streamflow volumes as more water is 
passed through hydropower dams to generate electricity. The increase in 
summer production would potentially come at a loss for winter production, 
however, as reservoir levels are drawn down for summer production 
rather than being carried over into winter.  Regional capacity constraints 
in the winter may be eased by importing energy from California and the 
Southwest, where excess capacity is expected to increase with winter 
warming.  
Reducing energy demand in winter and summer will also be critical 
adaptation strategies. Options include establishing more stringent energy 
efficiency standards for new construction and appliances (including 
increased state-wide heating and air conditioning efficiency and insulation 
standards), promoting increased use of high efficiency air conditioning 
technology (e.g. geothermal air conditioning systems), reducing heat 
island effects in urban settings via “green roofs” or other approaches, 
implementing water and energy conservation programs, and increasing 
application of renewable energy sources such as solar hot water heating 
and photovoltaic panels in residential and commercial buildings.  
Barriers to adaptation in the energy sector include limited (and fully 
allocated) hydropower resources and current limitations on the ability 
to increase renewable resources to meet projected changes in demand.  
Although increased hydropower production in summer may be technically 
feasible, losses of summer recreation opportunities on reservoirs and 
tradeoffs with winter hydropower production are likely to occur. The need 
to balance greenhouse gas mitigation activities with the need for increased 
generation capacity will require difficult tradeoffs between acquiring 
additional capacity to meet projected demand and portfolio standards for 
renewables imposed by the policy sector.

4.3. Agriculture

Stöckle et al. (2009, this report) indicate that, with the possible exception 
of winter wheat, the main agricultural commodities in eastern Washington 
will be affected by future climate, even as soon as the next few decades. 
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However, elevated atmospheric carbon dioxide (CO2) may compensate 
for the effect of warming and result in yield gains. Adapting agriculture 
to changing conditions will be critical to managing climate change and 
capturing the potential benefits of elevated CO2. Changes in the relative 
importance of the region’s commodities, adoption of new crops and 
varieties, changes in management, and research will play an important 
role for adaptation.
Adapting to evolving future climatic conditions is among the significant 
long-term challenges for the agriculture in the state. Conventional or 
biotechnology-based plant breeding research will be needed for this task. 
Overall advances in agricultural technology will be also needed to reduce 
costs and improve crop yields and quality. Research in automation, sensors, 
and overall improvement of decision-making tools for management will 
also be important (Table 2, located at the end of this paper). Maintaining a 
state-of-the art monitoring network and information center for evaluating 
the manifestations of climate change and guiding basic and applied 
research for adaptation would be beneficial. 
Apples and other temperate tree fruits are projected to benefit from 
warmer weather combined with elevated CO2, but management and 
varieties will need to constantly adapt to harvest the benefits of future 
conditions. Eventually, warming will affect over-winter chill requirements 
of temperate tree fruits requiring substitution. In the case of annual crops, 
modification of planting dates and use of varieties better adapted to the 
available growing season will be required, particularly in the case of 
potatoes. For annual and tree fruit crops, the search for more effective and 
environmentally friendly approaches for controlling more aggressive (or 
new) insects and weeds will be needed. 
Impacts to Washington agriculture will also depend on changes to 
agricultural areas outside of Washington, which was beyond the scope of 
Stöckle et al. (2009, this report). It is difficult to predict the economic 
environment under which agriculture will operate as we move through 
the century. Increasing global population is projected to reach nine billion 
people by mid-21st century and the rapid development of highly populated 
countries such as China and India will ensure increasing demand for 
agricultural products. The diversification of the state’s agriculture may 
be an important factor for adaptation. Conventional and biotechnology-
based breeding may further help the competitive position of existing 
commodities in the state as well as facilitate adaptation to climate change 
as already discussed. Finally, consequences of climate change appear less 
severe for higher latitude regions like Washington than agricultural areas 
further south, potentially increasing the competitive position further. 

4.4. Salmon 

As shown in Mantua et al. (2009, this report), the hydrologic processes 
that influence the timing, volume, and temperature of streamflow in 
Washington State are highly sensitive to projected changes in future 
climate. Changing thermal and hydrologic regimes will likely have a wide 
range of impacts on freshwater ecosystems, favoring some species while 
having negative impacts on others. While the magnitude of streamflow and 
stream temperature impacts varies by location, many salmon populations 
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are expected to experience greater thermal stress in the summer due to 
warmer summer water temperatures and lower summer streamflows. In 
watersheds where streamflow is now strongly influenced by a mix of 
rainfall and snowmelt-driven runoff, winter flood events are predicted to 
increase. Winter floods can reduce the reproductive success of salmon by 
damaging eggs while they are incubating in nests (redds), and by reducing 
the overwinter survival for rearing fry and parr.  Taken together, the analysis 
points to reduced reproductive success for many salmon populations in 
Washington State (idem).
While salmon populations are affected by many non-climatic stresses 
(e.g., dams, other habitat loss, hatcheries, harvest and pollution), Mantua 
et al. (2009, this report) clearly demonstrates that adaptation in the salmon 
sector will require addressing factors that influence the timing, volume, 
and temperature changes projected for Washington’s lakes and streams. 
Potential adaptation options for offsetting water temperature increases 
include reducing out-of-stream water withdrawals during periods of 
high temperature and low streamflow; identifying and protecting thermal 
refugia provided by ground-water inflows, undercut banks, and deep 
stratified pools; and restoring vegetation in riparian zones that provide 
shade and complexity for stream habitat (Table 2, located at the end of this 
paper). Protecting and/or restoring instream flows in summer is also a key 
adaptation option for reducing the future impacts of climate change.
Adaptation strategies for reducing the risk posed by flooding in fall and 
winter include protecting and restoring off-channel habitat in floodplains. 
In watersheds with large storage reservoirs, there may be opportunities to 
change reservoir operations in ways that compensate for climate change 
impacts on summer water temperature and seasonally low streamflow by 
augmenting flows with relatively cold water released from reservoirs at 
key times. However, climate change is also likely to increase the demand 
for surface water in summer for such uses as irrigated agriculture and 
municipal water supplies. This situation will require strategic policy 
thinking that recognizes the trade-offs that will have to be made between 
ecosystem protection and other water resource uses, and development 
of clear decision guidance to avoid protracted and potentially costly 
conflicts. Modified flood control operations in watersheds with dams may 
also provide a means for reducing the projected impacts of climate change 
on flooding.

4.5. Forests 

Littell et al. (2009, this report) show that climate change will have 
potentially profound impacts on Washington’s forest ecosystems. Warmer 
temperatures and declining snowpack are projected to increase water 
stress on forests, increase forest fire risk, and increase in the frequency 
of mountain pine beetle outbreaks. Productivity of Douglas-fir, a 
commercially important species, will vary more with water stress east of 
the Cascades and possibly at middle to upper elevations,  where stands are 
more sensitive to drought than at the most productive lower-elevation sites 
west of the Cascade crest. However, productivity is ultimately projected 
to decline statewide later in the century with increased temperatures and 
drought stress.
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Eastside forests will be the most vulnerable in the short term, as they are 
already periodically affected by severe disturbances worsened by drought 
stress. Both fire and insect disturbance may vary in extent and severity 
due to non-climatic factors such as stand dynamics and fuel buildup 
(or reduction) from fire management. Forest management will need to 
anticipate new landscape patterns that emerge from climate-disturbance 
interactions.
Adaptation options for the forest sector can be viewed differently at 
different scales (Millar et al. 2007, Joyce et al. 2008). For example, 
regional adaptation involves planning that is sufficiently flexible to 
facilitate appropriate local actions but also capable of organizing regional 
responses to broader impacts. Examples of regional-scale adaptation 
strategies include a stronger emphasis on maintaining mixed landscape 
structure, maintaining species diversity and within-species diversity, 
increasing forest resilience to drought stress and severe disturbance by 
managing density, improving information used in forest management to 
facilitate planning for projected conditions, and evaluating the barriers and 
opportunities that limit or facilitate local adaptation (Table 2, located at the 
end of this paper). 
Local adaptation must be tailored to local conditions to succeed.  One 
must identify specific management objectives, such as reduced risk of 
fire or insect outbreaks, characteristics of landscape pattern, or habitat 
needs for threatened species; assess the capacity to alter conditions to 
meet the objectives, e,g, by achieving target densities or basal area; and 
then implement the appropriate treatments that will allow objectives to be 
met. For example, targeted thinning may increase the resilience of drier 
forests in which fire suppression has caused a shift toward fuel structures 
susceptible to crown fires. In wetter forests where 20th century timber 
management has decreased age class diversity and altered patch structure, 
targeted thinning could simultaneously create appropriate fuel breaks and 
increase canopy and age-class diversity. In water-limited forests, tailoring 
stand density to the expected water conditions of the future will likely 
increase resilience to insect attack and climate change in general. 
Two of the key barriers to adaptation in the forest sector are mixed land 
ownership (and management mandates/missions) and the need for a wide 
range of ongoing ecosystem services from forests.  For example, federal 
forests (both wilderness and multiple-use), state forests, and private forests 
have different mandates for management, making integrated planning at 
the spatial scales of landscapes and watersheds more difficult. The global 
timber economy and local forest-reliant communities make adaptation 
decisions more complex and introduce unexpected pitfalls.  On the other 
hand, barriers might in some cases be turned into opportunities; for 
example, if national economic priorities called for carbon-smart biomass 
use that also provided incentives for thinning vulnerable forests to densities 
more resilient to climatic change.  Ongoing dialogues among stakeholders 
directed toward anticipating both climatic and non-climatic stressors will 
be needed.
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4.6. Coasts

Climate change is projected to bring higher mean sea level, increased 
coastal storm strength and flooding, increased beach and bluff erosion, 
and increased ocean temperatures and acidity to Washington’s coastal 
environment (Huppert et al. 2009, this report). Current projections for 
changes in mean sea level range from 4 cm (2 in) to 34 cm (13 in) by 2100 
in moderate scenarios, but could reach an extreme of 128 cm (50 in) by 
2100 if the accelerated melt rates observed in Greenland and Antarctica 
between 2002 and 2006 were to continue through the 21st century (Mote 
et al. 2008).  How these changes affect a given location or coastal use 
will vary depending on the physical characteristics of the coast and the 
influence of human activities in that area (e.g., whether the beach is 
armored or not). 
Adaptation strategies must recognize the dual nature of coast impacts. 
Adapting to coastal impacts will require adapting to more frequent or 
more severe short-term problems such as increasing episodic coastal 
flooding and storm damage while also taking into account the long-term 
problem of increasing mean sea level, which threatens to permanently 
inundate low-lying areas. Adaptation to climate change can take three 
forms. Accommodation involves altering current uses of the coastline in 
response to changes in coastal oceans and environment, such as by raising 
the height of piers and placing shoreline buildings on pilings. Protection 
involves fending off the impacts by building structures like seawalls 
and dikes that keep the sea from intruding on coastal structures. Retreat 
involves avoiding the harmful effects of rising sea level by abandoning 
coastal sites and moving to higher ground (Table 2, located at the end of 
this paper). 
Beaches, Bluffs, and Sand Spits. Washington’s beaches, bluffs, and spits 
are vulnerable to increased flooding and increased shoreline erosion due 
to sea level rise. Building on these properties will be increasingly risky. 
Bulkheads and rock walls can temporarily reduce upland erosion caused by 
wave action, but they can do little to prevent continued erosion and sliding 
of the seaward bank, since waves rebound off the breakwater and increase 
the rate of beach erosion.  Beach armoring can cause two negative effects 
that act to reduce the beach area: stopping the sediment from bluff erosion 
from adding to the beaches and moving the sand offshore (Johannessen 
and MacLennan, 2007). Flood zone designations could be modified to 
incorporate the expected sea level rise. Coastal communities may also 
choose to reduce development in coastal hazard areas. Alternatives to 
bulkheads should be considered where shoreline erosion is a problem. 
Setback policies and the redesignation of property lines that are to move 
with rising mean high water, called rolling easements by Titus (1998), can 
also be employed to accommodate sea level rise. Ultimately, however, 
communities and residents may decide to retreat upland from their current 
location as the sea level rises (Chrisman-Glass, 2009). 
Ports and Harbors. For most port facilities, the slow speed of changes in 
mean sea level in combination with 30 to 40 year re-building cycles gives 
port facilities the flexibility to adapt by raising and shifting piers and docks 
over time. However, a much greater challenge is preserving a port’s ability 
to function in the freight transportation network if sea level rise causes 
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flooding of adjacent transportation corridors (highways, railroads) or 
storage areas. Because most Washington ports are inside of Puget Sound, 
they are protected from acute storm damage caused by waves.  Some ports 
will have to deal with episodic flooding, in estuaries at river mouths. For 
example, the Port of Tacoma may have increasing problems with access 
to container and other terminal yards when the Puyallup river floods. 
Maintaining access to port facilities may require new dikes or raising 
existing dikes to prevent significant flooding of the lands needed by freight 
handling facilities. Because the set of interests is great, and property 
ownership in the region is complex, adapting to these risks will require a 
broad, well-coordinated plan of action by Port authorities, railroads, cities, 
counties, and state and federal agencies.   
Shellfish Aquaculture. Shellfish aquaculture will need to adapt to three 
basic threats: (a) sea level rise causing a shift of shallow tidelands towards 
the upland shore, much of which is privately owned; (b) increased sea 
surface temperatures and acidification which may affect shellfish survival 
and growth; and (c) increased frequency of harmful algal blooms (HABs). 
One adaptive response to shifting tidelands is shifting shoreline property 
lines as the mean high water mark moves inland. In fact, some U.S. states 
already follow this principle. In Texas, when large hurricane or other 
events cause significant erosion of shorelines, the private property lines 
are shifted upland to preserve public beaches and tidelands. 
Breeding or shifting to more tolerant strains of shellfish may facilitate 
adaptation to increased temperatures and acidification, although we do not 
have sufficient information regarding these factors to confidently predict 
whether this approach would be successful. Finally, the potential for more 
HAB outbreaks will require closer monitoring of shellfish tissue and 
water quality by the State Department of Health and NOAA. If reliable, 
qualitative predictions of HAB risks can be developed and managers can 
then be more prepared to respond quickly if HAB risks are “high” (Moore 
et al., 2008). This approach to adaptation is being discussed currently 
among scientists.

4.7. Urban Stormwater Infrastructure

Flooding is a pervasive problem in urban areas, often leading to property 
damage, public health threats (when combined with sanitary sewage), and 
disruptions to transportation systems. One need only look at the last three 
years to appreciate the devastation such events can cause in Washington 
State (Mapes 2009).  
Although the link between flooding and precipitation is obvious, it is 
important to recognize that floods are not exclusively dependent upon 
climatic factors. Of equal (if not greater) significance are patterns of urban 
development - both in the watersheds that give rise to runoff volumes 
in response to large storms and across the floodplains that have always 
conveyed high waters.  These considerations, and their relationship with 
changing precipitation patterns, are not specifically addressed in this 
report. However, the results of Rosenberg et al. (2009, this report) indicate 
that the magnitudes of extreme precipitation events have increased in the 
Puget Sound over the past 50 years, with more ambiguous changes in 
other parts of the state. Furthermore, simulations of future precipitation 
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suggest that these magnitudes could continue to increase over the next 50 
years, although specific projections vary widely by simulation, and actual 
changes may be difficult to distinguish from natural variability.
The existing literature proposes a variety of possible adaptation actions 
that could be employed, in part or in whole, to address the impacts of 
climate change on urban stormwater infrastructure (e.g., Crabbé and 
Robin 2006, Waters et al. 2003, Table 2, located at the end of this paper). 
The most common actions advocate recasting design storms and/or 
design flows and resizing pipes or stormwater facilities to reflect a new 
(or anticipated) discharge.  This approach presupposes a known target 
discharge, presumably based upon a defensible, broadly accepted model 
of future climate. A key finding of Rosenberg et al. (2009, this report) 
is that such knowledge does not presently exist. Even if more confident 
projections do indicate that current systems will be undersized (and the 
evidence in the Puget Sound region is that some may already be), the costs 
associated with upgrading our infrastructure are likely to be prohibitive, 
particularly in densely developed areas where there may be limited space 
to put more robust systems in place.  
More practical management options (with or without specific 
recommendations for redesigning infrastructure) are those that emphasize 
local-scale on-site management of stormwater volumes, which are capable 
of reducing discharges that flow into these downstream conveyance 
systems. These strategies, collectively termed “Low Impact Development” 
in the Puget Sound (PSAT 2005), “Green Infrastructure” by the EPA 
(PGI 2008), and “Sustainable Urban Drainage” in the United Kingdom 
(Woods-Ballard et al. 2007), are likely to perform most successfully in 
the face of a changing climate. In part, this is because their designs are 
inherently resilient, typically accommodating large stormwater volumes. 
Total storm volumes also are projected to change more modestly than 
storm intensities in this region (Salathé et al. 2009, this report). Examples 
of these “facilities” include green roofs, permeable pavements, vegetated 
swales, rain gardens, and pocket wetlands. Such approaches provide 
greater intrinsic opportunities for adaptation than those that depend solely 
on precise determination of rainfall depths and durations, particularly given 
the widely varying projections of future short-term rainfall intensities.
Fundamentally, accounting for future increases in stormwater runoff is 
still a matter of risk, with or without the consideration of climate change. 
Where large capital projects are proposed, robust decision-making can 
factor in both historical and projected trends in precipitation to help 
determine what is cost-effective over the design lives of the projects.  
Specific design adjustments, however, necessarily will vary with location 
and the risk tolerance of the decision maker. 

4.8. Human Health

Jackson et al. (2009, this report) analyzed climate change impacts on heat- 
and air quality-related mortality. The analysis found that excess deaths have 
resulted from heat events for residents in the greater Seattle area (King, 
Pierce and Snohomish counties). This pattern was not demonstrated for 
Spokane County, the Tri-Cities (Benton and Franklin counties), and Yakima 
County, perhaps because of the relatively small populations in these regions, 
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but also because people in these regions may have already implemented 
successful adaptations. With increasing temperatures predicted throughout 
the state during the 21st century, increasing excesses in mortality due to 
heat seems likely in all of these regions unless appropriate prevention and 
intervention strategies are implemented. More heat events are also likely 
to result in increased illness and hospitalization, and loss of income and 
productivity through illness and death. Climate change will also likely 
degrade air quality. Ground level ozone concentrations are projected to 
increase in King and Spokane counties due to increases in warm season air 
temperatures (May-September). These increases could easily overwhelm 
air quality improvements made over the last several decades.
Persons who are particularly vulnerable to heat stress and poor air 
quality include the elderly, the very young (such as infants), the infirm, 
the economically disadvantaged, and those who labor outdoor. Effective 
adaptation strategies must take into account the particular needs of these 
groups. For example, the elderly are at increased risk to heat stress due to 
the combined effects of chronic illness, medication use, social isolation, and 
lack of mobility. Effective adaptation actions could focus on notifications 
and door-to-door transportation services to cooling centers (Table 2, 
located at the end of this chapter). Adaptation options for vulnerable groups 
such as outdoor laborers may prove more problematic. While the state 
has guidelines for preventing heat-related illness, the major challenge is 
the effective implementation of these practices in the face of the practical 
realities of farming and of the economic forces that can drive workers to 
exert themselves beyond healthy limits. 
Washington faces serious barriers to the adoption of truly effective 
adaptation strategies.  Growing population and urbanization likely will 
increase the frequency of extreme heat events by reducing the number of 
trees and extent of green space, as well as through extensive use of asphalt 
and concrete, creating what is known as the urban health island effect 
(i.e., temperatures in urban centers are increased relative to surrounding 
areas). In the case of air quality, the major problem is pollution from 
vehicular derived emissions. It is not clear what the proper combination 
of incentives and disincentives might be to move communities toward 
low or zero emission vehicles, or to transition large numbers of people to 
mass transit. Many other factors will influence future air quality, including 
decisions about land use and forestry practices, transportation, industrial 
emissions, fire management, and regulatory standards. All of these have 
implications for energy consumption and emissions, which will in turn 
impact air quality.  
Addressing these challenges will require partnerships among scientists, 
policymakers, and the public. More immediately, public health measures 
could include improved use of early warning systems for extreme heat 
events and alert systems for high air pollution days; offering free public 
transportation on high ozone or particulate matter days; and increased 
public education that focuses on the risks and signs of heat exposure, 
and that emphasizes behavior changes that can reduce exposures to air 
pollutants.
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4.9. No Regrets, Low Regrets, and Win-Win Strategies

As Washington decision makers begin assessing how to move forward on 
adapting to climate change in Washington State, strategies for prioritizing 
early actions on climate change will need to be considered. One approach 
is identifying “no regrets,” “low regrets,” and “win-win” (or “co-benefit”) 
strategies (de Loë et al. 2001,Willows and Connell 2003, Snover et al. 
2007, Luers and Moser 2007).  
No regrets, low regrets, and win-win strategies describe approaches to 
acting on climate change that balance the need for adaptive action with 
uncertainty and risk. No regrets actions provide benefits in current and 
future climate conditions even if no climate change occurs. For example, 
improved drought planning provides benefits for managing present-day 
drought regardless of what happens to drought risk in the future. However, 
if drought risk increases as projected with climate change, the benefits 
from improved drought planning will be even greater.  
Low regrets actions provide important adaptation benefits at relatively 
little additional cost or risk. For example, a community planning flood 
levee upgrades may increase the height of the levees in anticipation of 
greater flood risk if the benefits of the increased levee height exceed the 
marginal cost of the increase. 
Finally, win-win (or co-benefit) actions reduce the impacts of climate 
change while providing other environmental, social, or economic benefits. 
For example, implementing coastal setback requirements or rolling 
easements2 (Titus 1998, Chrisman-Glass 2009) to address the potential 
threats of sea level rise on coastal properties may also provide benefits to 
nearshore habitat by giving these habitats room to migrate inland as sea 
level rises. 
Implementing no regrets, low regrets, and win-win strategies can help build 
early momentum on adaptation planning while also producing potentially 
significant cost savings. Care must be taken, however, not to consider a 
community adapted to climate change based solely on the implementation 
of no cost or low cost adaptation actions. Implementing no cost or low cost 
adaptation actions is likely to address the “low hanging fruit”, potentially 
leaving important determinants of vulnerability to climate change as 
issues that must still be resolved. Adapting to climate change will require 
difficult choices; making and implementing these choices will take time, 
underscoring the need to begin adaptive planning sooner rather than later.  

5. Policy Formulation in a Changing Climate

As noted in Section 2 and reflected in Section 4, climate change will require 
building adaptive capacity and delivering adaptive actions to address the 
challenges and opportunities presented by climate change. These two 
general categories of activity can happen simultaneously, although in 

2 Setback, or retreat, policies generally condition the use of property in areas vulnerable to 
erosion and flooding and prohibit new construction seaward of a setback line. A “rolling 
easement” is a device that allows publicly owned tidelands to migrate inland as the sea 
rises, thereby preserving ecosystem structure and function.  Thus, rolling easements 
transform static property lines into ones where private property must yield the right of 
way to naturally migrating shorelines.
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some cases it may be necessary to address specific capacity needs before 
certain adaptation actions can be fully undertaken. 
One component of increasing adaptive capacity is increasing flexibility 
in institutions and decision processes so the public and private sector can 
more readily adjust to climate impacts as they occur. The need for more 
flexibility is well recognized in climate change literature (Smith and Lenhart 
1996; Fankhausera et al. 1999; Smith et al. 2000). Though Washington 
agencies currently enjoy some flexibility when determining, issuing, and 
applying regulations, more flexibility may be needed to accommodate 
uncertainties associated with climate change as well as uncertainties in 
non-climatic stresses, such as changes in population growth, economic 
trends, resource demands, the legal landscape, and economic trends. 
Without more flexibility, the institutions, laws, and policies used to govern 
human and natural systems may become increasingly constrained in their 
ability to effectively manage climate change impacts.
This section briefly considers some of the broader, systemic options for 
increasing flexibility in Washington State policy-making. These options 
include, but are not limited to, building social capital; broader use of 
market mechanisms, conditional permitting, adaptive management, and 
the precautionary principle; and increasing legislative flexibility in the 
courts. 
With the possible exception of building social capital, which is a 
fundamental component for all government action, none of the options 
provided are offered as “one size fits all” answers to increasing flexibility 
and building adaptive capacity. When, where, and under what conditions 
these options are applied will vary in ways yet to be determined depending 
on 1) the nature of the decisions being made and the individuals or 
institutions implementing those decisions, 2) how risks are perceived, and 
3) existing barriers to adaptive planning, among other factors. Additional 
research is needed in this area. 
More importantly, increasing flexibility is an objective that needs to be 
pursued judiciously. Important questions must be considered: What does 
“increased flexibility” really mean? Where and when is it required? What 
are the potential consequences of increasing flexibility? In some cases, 
the needed flexibility may exist but there may be a lack of political will to 
implement the needed changes. These questions are not easily answered and 
will need to be evaluated as adaptive planning progresses in Washington 
State.   

5.1. Building Social Capital

Social capital can be defined as the social skills, informal networks, levels 
of trust, and values within an organization, community, or society that 
allow people to work together for mutual benefit (Putnam 2000, Pelling and 
High 2005, Luers and Moser 2006). Adger (2003) describes social capital 
as the “necessary glue for adaptive capacity, particularly in dealing with 
unforeseen and periodic hazard events.” Building social capital between 
public agencies and their stakeholders may be one of the most beneficial, 
and yet most difficult to evaluate, courses of action for increasing flexibility 
in decision-making processes. The means for building social capital will 
vary but include transparency in decision making (e.g. Washington State’s 
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commitment in 2007 to keep PAWG and related mitigation working group 
meetings open to the public via toll free conference call lines), outreach 
and education, and building sustained partnerships.  
Social capital must also be built between regulatory agencies. Climate 
change impacts reflect a complex combination of both climatic and non-
climatic stresses that often extend beyond the jurisdiction of individual 
agencies. Effectively addressing the complex challenges presented by 
climate change will likely require more coordinated responses between 
agency jurisdictions. A diverse set of institutions and agencies must learn 
to integrate their practices and work collaboratively in areas that were 
previously the responsibility of one particular agency. It will be necessary 
to build cooperative mechanisms and mandates into current agency 
structures to facilitate efficient information, jurisdiction, and resource 
sharing.
 
5.2. Market Mechanisms

Market mechanisms provide an alternative approach to technological 
mandates and environmental regulation for achieving environmental 
protection. Market mechanisms often use market-based approaches 
in conjunction with government policy to provide financial incentives 
for innovation or behavior change. Market mechanisms are the core of 
environmental trading programs designed to limit activities found to have 
negative impacts on the environment (e.g., the emerging carbon trading 
market), or to facilitate the transfer of limited resources between users 
(e.g., water markets). 
Market mechanisms provide flexibility by generally allowing users 
to choose individualized pathways toward meeting regulatory goals, 
although it is common for limits to be placed on some aspects of the 
market system. In the context of climate change, market mechanisms 
selectively apply (in theory) the best practices of the current economic 
system to leverage efficiency, innovation, and capital to achieve adaptation 
goals. Water markets, for example, may aid climate change adaptation by 
providing incentives for improved water use efficiency. Surplus water 
is then available, at the discretion of the water rights owner, to sell or 
lease to municipal governments or conservation organizations for meeting 
growing demands for municipal and industrial water supply and habitat 
conservation (Adler 2008, Medellin-Azuara et al. 2008). A study of climate 
change impacts on California’s water supply assessed the economic value 
of this optimization of water use through markets at $142 million/year in 
2050 (Medellin-Azuara et al. 2008).  
There are notable limitations associated with adopting new market 
mechanisms. First, rights must be well-defined, enforceable, and transferable 
for markets to be effective. Second, determining how marketable rights are 
priced and whether those rights include the value of ecosystem services 
such as clean water, habitat preservation, and other public goods that may 
be affected by market activities can be difficult. Other important questions 
to be answered include who owns the rights; who benefits from the sale 
if there are payments for public goods; and how low-income buyers or 
sellers fare under new markets (Ruhweza and Waage 2007). Perhaps most 
importantly, developing new markets requires buy-in from businesses, 
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policy makers, and consumers alike. Businesses, consumers, regulators, 
and government entities would need to fundamentally adjust to “free 
goods” becoming “scarce assets”. Education in the new models will be 
crucial.	

5.3. Conditional Permitting

Conditional permitting increases regulatory flexibility by allowing specified 
activities or uses to occur within defined limits. Conditional permitting, 
or conditioned rights, is a common tool of governance. For instance, 
intellectual property rights expire after pre-determined periods of time 
because it is thought that perpetual patents negatively impact economies 
and encourage monopolies. Nuisance law requires that landowners refrain 
from activities interfering with another’s use and enjoyment of their 
own land. Climate change may create new needs and opportunities for 
conditional permitting, including, for example, setback policies and rolling 
easements in coastal areas. 

5.4. Adaptive Management

The term “adaptive management” has been used traditionally to describe an 
approach to natural resource management that is based on the understanding 
that ecosystems function in ways that are unpredictable and therefore 
uncertain (Holling 1978, Walters and Holling 1990, Tarlock 1994)3. 
Climate change adds to this uncertainty. Management of these systems 
is improved under an adaptive management framework by allowing for 
changes throughout a program’s implementation as new information is 
acquired. 
Precedent for expanding adaptive management in Washington law is 
found in Washington State’s Growth Management Act (GMA). The 
GMA suggests the use of adaptive management as an interim approach 
for managing scientific uncertainty, stating that “management, policy, 
and regulatory actions are treated as experiments that are purposefully 
monitored and evaluated to determine whether they are effective and, if 
not, how they should be improved to increase their effectiveness” (WAC 
365-195-920). The Code goes on to note that effective implementation 
of an adaptive management program requires a willingness by cities and 
counties to fund the research component of an adaptive management 
program, modify decisions on the basis of new information, and commit 
to the “appropriate timeframe and scale necessary to reliably evaluate 
regulatory and nonregulatory actions affecting critical areas protection 
and anadromous fisheries” (idem). 
Washington’s GMA code highlights two fundamental components to 
adaptive management. The first is the concept of iteration, or the idea that 
an adaptive management program should incorporate cyclical feedback 

3 More generally (and particularly in the context of climate change), adaptive management 
can also refer to implementing adaptation actions now to address the obvious risks of 
climate change while deferring action in other areas where the risk of deferring action 
is acceptable (UKCIP, undated). In this case, as with the more traditional definition of 
adaptive management, consistent monitoring and reevaluation of new information is 
integral to determining when action must ultimately be taken. 
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rather than operate in a strictly linear manner. This cyclical feedback loop 
will place greater emphasis on the use of “Best Available Science.” 
The second important component is social and institutional learning through 
a strong monitoring, evaluation, and reporting program. Monitoring, 
evaluation, and reporting are essential for adapting management practices 
to a changing climate as many of the changes themselves likely will be 
incremental and discernible over longer periods of time. Monitoring, 
evaluation, and reporting are important tools for identifying when current 
policies or programs become ineffective, obsolete, or require tweaking to 
fulfill their mandates. An additional benefit is that new information can 
improve the baseline used in future decision making. Monitoring can also 
provide good quality, publicly available data that others can use to learn 
from predecessors and thus lower costs (Ruhl 2005). Consequently, specific 
attention should be paid to ensuring that monitoring and assessment are 
maintained as part of an adaptive management approach.
The practice of adaptive management has not been without challenges, 
however. Noted problems include difficulties developing acceptable 
predictive models for policy comparison (often complicated by a lack of 
data on key process or difficulties validating data); difficulty implementing 
large-scale management experiments because of the costs and risks; a 
mismatch between the length of the adaptive management process and 
short funding cycles; agency and stakeholder impatience with the slow 
pace of adaptive management; and a lack of leadership for monitoring 
and coordinating efforts (Halbert 1993, McLain et al. 1996, Walters 1997, 
Levine 2004). Consequently, adaptive management to date has been more 
influential as an idea rather than as a practical management tool (Lee 
1999).

5.5. The Precautionary Principle

What we know, and don’t know, about climate change impacts on 
Washington State involves risk. Under circumstances involving great 
risk - whether related to climate change or other hazards - a more 
precautionary approach may be warranted, even if some of the cause and 
effect relationships are not fully established scientifically (Barrieu and 
Sinclaire-Desgagné 2006).
The precautionary principle provides flexibility by allowing decision 
makers to take a more proactive stance on risk reduction. The precautionary 
principle differs from adaptive management in its inherent acceptance of 
scientific uncertainty at the outset. The approach asks “how much harm 
can be averted” rather than “how much harm is allowable” (Seattle 
Precautionary Principle Working Group 2004). 
Washington State has at least two programs that recognize the precautionary 
principle concept. The Department of Ecology’s Persistent Bioaccumulative 
Toxins (PBT) program explicitly adopted the precautionary principle as one 
of the policy’s ten guiding principles for addressing PBTs (Gallagher 2000). 
The GMA, previously noted for its suggested use of adaptive management, 
also suggests a “precautionary or no risk approach” in situations when 
there is incomplete scientific evidence about whether a development or 
land use action could harm established critical habitat areas (WAC 365-
195-920(1)). However, the language in the statute is advisory language 
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that does not impose any serious mandate on the decision makers.  
It is worth emphasizing that the precautionary principle does not necessitate 
a “zero-risk” or “zero-harm” response (Seattle Precautionary Principle 
Working Group 2004; Foster et al. 2000). Rather, the approach advocates 
considering a range of alternatives that balance known and unknown risks 
against a number of decision criteria, including scientific information, the 
costs and benefits of the actions (or non-action), and risk tolerance.

5.6. Legislative Flexibility and the Courts

Courts review agencies’ interpretations of statutes, promulgation and 
application of rules and standards, and the constitutionality of agencies’ 
founding and enabling acts. Consequently, courts play an important role in 
determining the flexibility that state and local agencies have in responding 
to environmental uncertainty. Legislatures, in turn, can influence how 
the courts assess the flexibility that agencies have in responding to 
environmental uncertainty by giving agencies broad enough statutory 
authority to respond to new contingencies.
Courts have shown a willingness to allow agencies flexibility in the face 
of uncertainty. For example, in Postema v. Pollution Control Hearings 
Board (142 Wash.2d 68, 91, 11 P.3d 726 (2000)), the Supreme Court of 
Washington held the Department of Ecology did not need to engage in 
formal rulemaking in order to apply new standards based on changes in 
science or technology. The federal precedent cited in Postema indicates 
that courts may give some latitude to agencies responding to evolving 
circumstances as new contingencies are encountered. However, to help 
achieve this judicial tolerance of agency flexibility, the legislature must be 
careful to give an agency broad enough statutory authority to respond to 
new contingencies. 

6. Conclusions 

Adapting to climate change will ultimately require more systematic 
integration of governance levels, science, regulation, policy, and economics 
to effectively deal with the wide range of impacts projected for Washington 
State. This integration will be shaped through formal mechanisms such as 
the development or modification of laws, regulations, and policies, and 
through legal proceedings in the courts. Integration also will evolve through 
more subtle changes in institutional culture, channels of communication, 
and modes of interaction that build trust between government agencies 
and their stakeholders.
This paper discusses fundamental concepts for planning for climate 
change and identifies options for adapting to the impacts evaluated in 
the Washington Assessment. Additionally, the paper highlights potential 
avenues for increasing flexibility in the policies and regulations used to 
govern human and natural systems in Washington. The paper should not 
be viewed as an ending point for the discussion on adaptation needs in 
Washington State, however. That discussion is, in fact, just beginning.   
Areas of future research to support adaptive planning include research 
on institutional capacity needs and regulatory barriers to adaptation in 
Washington agencies. Improving institutional capacity to better understand 
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and incorporate climate change impacts into planning is a “no regrets” 
strategy that yields benefits regardless of how much warming is realized 
or whether precipitation decreases or increases, for example. An analysis 
of institutional capacity should assess how the Department of Ecology and 
other state agencies might be able to improve institutional capacity for 
adapting to climate change. This includes looking at:

specific information needs; •	
additional training/skills needs;•	
specific regulatory, institutional, or other barriers to addressing •	
climate change impacts; and 
additional coordination needs between departments and agencies, •	
including federal, regional, and local agencies.

Identification of regulatory/policy barriers will be particularly beneficial. 
From this initial analysis, a series of white papers discussing identified 
barriers and options for addressing these barriers could be developed. 
Additional research on the use of “best available science” in decision 
making is also suggested. Washington Administrative Code (WAC) 365-
195-900–925 (procedural criteria for the Growth Management Act) is the 
only place where best available science is specifically elaborated upon 
in Washington law. The WAC is designed to assist local governments in 
evaluating science and deciding when they are in possession of the best 
science available. The recurring need for updated information on climate 
impacts and other related information will place a heavier reliance on 
the use of best available science in the policies used to govern human 
and natural systems. An evaluation of the successes and failures in using 
best available science in programs like the Growth Management Act may 
provide useful guidance on how to best integrate evolving climate change 
science into decision making. Finally, additional research on building social 
capital and the potential application of market mechanisms, conditional 
permitting, and other mechanisms for increasing flexibility in Washington 
State policy-making is needed.
Washington State faces unprecedented economic challenges, however. A 
significant budget deficit looms and deep cuts will be required to balance 
the state budget. Despite these challenges, preparing for climate change 
can continue from its important beginnings in the 2007 PAWG process. 
Many of the actions recommended by the PAWG process as well as others 
provided within this report require nominal fiscal resources. These include, 
but are not limited to, identifying and eliminating legal and administrative 
barriers to planning for climate change; increasing technical capacity 
within state and local governments to incorporate climate information into 
decision making; and public outreach and education. Furthermore, many 
adaptive actions may create cost savings through damage avoidance (e.g., 
by modifying development plans in areas likely to experience greater 
flooding) or delayed infrastructure upgrades (e.g., by reducing per capita 
water use through improve conservation and water use efficiencies). 
Finally, many of the changes required to develop a more climate-resilient 
Washington will take time to implement. Waiting for climate change to 
“arrive” will be too late in some cases and significantly more costly in 
other cases. 
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Table 2. Options for adapting to the impacts identified in the Washington Climate Change Impacts Assessment  
enhancing or supplementing Washington’s Preparation/Adaptation Working Group recommendations, released February 2008

Sector Adaptation Strategy Examples of Adaptation Actions and Activities that Build Adaptive Capacity 

Hydrology and 
Water Mngmt.

Expand and diversify 
existing water supplies

Connect regional water systems to utilize overall water supply more efficiently•	
Enhance existing groundwater supplies through aquifer storage and recovery•	
Purchase existing water rights to meet changing supply needs •	
Add capacity to existing reservoirs by raising dam height•	

Develop new or 
alternate water 
supplies

Develop new sustainable groundwater sources•	
Construct new surface water reservoirs•	
Develop advanced wastewater treatment capacity for water reuse (“gray water” or •	
“purple pipe”)
Implement new technologies such as reverse osmosis for desalination (coastal areas •	
only)
Encourage rainwater harvesting to provide water supply for residential and •	
commercial buildings

Reduce demand/
improve efficiency

Increase water conservation measures•	
Price water to encourage conservation in summer •	
Reduce outdoor landscape water demands (e.g., promote drought tolerant •	
landscaping)
Update building codes to require highest efficiency plumbing fixtures (e.g. dual •	
flush toilets) 
Provide financial incentives (e.g., tax breaks, rebates) for switching to more •	
efficient manufacturing processes, irrigation practices, and appliances
Reduce system losses (repair pipes, line irrigation canals)•	

Implement operational 
changes

Rebalance flood control rule curves and reservoir refill schedules•	
Allocate increased storage for instream flow•	
Improve hydrologic forecasting and use of forecasts•	
Increase use of optimization in reservoir management to rebalance systems•	
Shift hydropower generation schedules to emphasize summer energy production•	
Revise maintenance schedules to conserve water (e.g. seasonal pipe and reservoir •	
flushing schedules)
Use existing flood irrigation systems to recharge soil moisture and groundwater •	
during winter

Increase ability to 
transfer water between 
uses and users

Use water banks, water pools, and water markets to facilitate the reallocation of •	
water resources in times of shortage
Remove obstacles to flexible water reallocation in existing water law and water •	
policy
Factor in climate change impacts in renegotiations of transboundary water •	
agreements where applicable

Increase drought 
preparedness

Improve drought forecasting capability•	
Update drought management plans to recognize changing conditions•	
Increase emergency aid assistance for droughts•	
Improve coordination between stakeholders during drought•	

Reduce winter flood 
impacts

Strengthen dikes and levees where appropriate •	
Increase reservoir storage•	
Revise flood control rule curves•	
Restore hydrologic function in floodplains•	
Improve flood forecasting and emergency management systems•	
Alter land use policies and flood insurance programs to incorporate the changing •	
risks of extreme events
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Table 2. Options for adapting to the impacts identified in the Washington Climate Change Impacts Assessment  
enhancing or supplementing Washington’s Preparation/Adaptation Working Group recommendations, released February 2008

Sector Adaptation Strategy Examples of Adaptation Actions and Activities that Build Adaptive Capacity 

Energy Increase energy supply Increase the capacity of conventional, alternative, and renewable energy supplies in •	
both winter and summer
Increase local transmission capacity and peaking generation capacity in •	
anticipation of projected increases in peak loads in summer
Increase winter transfers of excess energy capacity in California and the •	
Southwest, where excess capacity is expected to increase with warming.
Implement changes in reservoir management policies to increase hydropower •	
production in summer.

Decrease energy 
demand

Establish more stringent energy efficiency standards for new construction and •	
appliances, including increased state-wide heating and air conditioning efficiency 
and insulation standards 
Implement energy conservation programs•	
Implement water conservation programs (reduces energy use via reductions in hot •	
water use)
Promote use of high-efficiency heating and air conditioning technologies (e.g., •	
geothermal air conditioning systems)
Promote use of “green roofs” and other strategies to reduce urban cooling loads •	
Promote the use of renewable energy sources such as solar hot water heating and •	
photovoltaic panels in residential and commercial buildings to reduce summer 
energy demand and peak loads.

Agriculture Adjust production 
to reflect changing 
conditions

Change planting dates•	
Change planting varieties to include crops that are better suited to projected climate •	
conditions
Improve approaches to insect and weed management•	

Improve agricultural 
water supply and use 

Promote new irrigation technologies to improve water use efficiency•	
Promote water conservation•	
Use market forces to distribute water •	
Diversify and expand water supplies and infrastructure•	

Improve information 
and technology used in 
managing agriculture 

Maintain well-funded monitoring network and information center for data •	
collection on impacts to agriculture
Support research on biotechnology-based breeding to increase the number of crop •	
varieties that are suitable for projected climate conditions
Increase research on automation, sensors, and overall improvement of agricultural •	
management practices to reduce costs and compensate for yield losses 

Salmon Reduce summer 
stream temperatures 
and protect (and 
sustain) minimum 
instream flows  in 
summer

Reduce out-of-stream withdrawals during periods of high temperature and low •	
streamflow
Identify and protect thermal refugia provided by groundwater flows, undercut •	
banks, and deep stratified pools
Restore riparian zones that provide shade and complexity for stream habitat•	
Modify reservoir operating rules to mitigate impacts on summer low flows and •	
water temperature

Reduce peak winter 
flows

Protect and restore off-channel habitat in floodplains•	
Modify reservoir operating rules to mitigate impacts on winter flooding•	
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Table 2. Options for adapting to the impacts identified in the Washington Climate Change Impacts Assessment  
enhancing or supplementing Washington’s Preparation/Adaptation Working Group recommendations, released February 2008

Sector Adaptation Strategy Examples of Adaptation Actions and Activities that Build Adaptive Capacity 

Forests Maintain mixed 
landscape structure

Expand or adjust protected areas to incorporate greater diversity of topographic •	
and climatic conditions to allow for shifts in species distributions in response to 
climate change
Tailor timber harvest or prescribed burning to create a mosaic of patch sizes and •	
age classes
Avoid creating monoculture forests or forests lacking structural diversity (e.g., •	
homogeneous stands or large clearcuts)

Maintain species 
diversity and within-
species diversity

Expand or adjust protected areas to incorporate greater diversity of topographic •	
and climatic conditions to allow for shifts in species distributions in response to 
climate change
Plant tree species or varieties known to have a broad range of environmental •	
tolerances
Reduce potential for invasive species•	

Reduce the impact of 
climatic and non-
climatic stressors

Manage forest density to reduce susceptibility to severe fire, insects outbreaks •	
(whether natives or invasives), and drought, by establishing or enhancing structural 
prescriptions
Manage forests for changing fire regimes so that the risk of extreme fire events in •	
minimized

Improve information 
used in forest 
management

Incorporate understanding of elevation-specific climate sensitivities into •	
management strategies
Actively monitor trends in forest conditions, including drought stress, insects, and •	
invasive species 

Coasts Accommodate coastal 
impacts 

Incorporate climate change impacts into design requirements for coastal structures•	
Modify flood zone designations to incorporate projected sea level rise•	
Increase (or initiate) use of setbacks and rolling easements to allow for inland •	
migration of wetlands, salt marshes, and other critical habitat systems, including 
shallow tidelands used in shellfish production.
Reduce sources of nutrients that contribute to harmful algal blooms (HABs) and •	
increase HAB monitoring to help ensure continued viability of recreational and 
commercial shellfish harvests

Protect high value 
coastal uses

Construct new dikes/raise existing dikes to protect high-value areas•	
Increase partnerships across government levels to manage impacts to ports and •	
supporting transportation systems

Retreat from high-risk 
coastal areas

Reduce development on beaches and bluffs likely to be threatened by sea level rise.•	
Where protection of property is not feasible, abandon coastal sites and move to •	
higher ground

Urban 
Stormwater 
Infrastructure

Increase resiliency 
of stormwater 
management strategies

Where long-lived capital projects depend on a specified design capacity, integrate •	
specific design adjustments appropriate for the location of the project, the risk 
tolerance of the decision maker, and anticipated costs of increasing capacity or 
volume.
Promote the use of stormwater-management strategies that emphasize the •	
management of stormwater volumes (e.g., Low Impact Development strategies), 
rather than strategies that that depend on precise determination of rainfall depths 
and durations (e.g., engineered stormwater detention ponds)  
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Table 2. Options for adapting to the impacts identified in the Washington Climate Change Impacts Assessment  
enhancing or supplementing Washington’s Preparation/Adaptation Working Group recommendations, released February 2008

Sector Adaptation Strategy Examples of Adaptation Actions and Activities that Build Adaptive Capacity 

Human Health Reduce impacts of 
extreme heat events

Open additional cooling centers during extreme heat events and improve •	
transportation services to cooling centers for vulnerable populations
Increase public education on risks associated with heat stress and ways to reduce •	
impacts
Improve use of early warning systems for extreme heat events •	
Increase use of shade trees to reduce temperatures in urban areas •	
Improve guidelines for providing cooling to outdoor laborers, as well as guidelines •	
for when outdoor work or activities should be postponed or avoided

Reduce the impacts 
of ozone/particulate 
matter pollution

Increase public education on risks associated with high air pollution and ways to •	
reduce impacts
Improve use of early warning systems for poor air quality days •	
Increase availability and use of mass transit to reduce auto emissions (e.g., free or •	
reduced public transportation fees on high ozone or high particulate matter days)
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